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Second sourced
processors

AMD’s own
processors

AMD’s early x86 processor history [1]
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Evolution of AMD’s early processors [2]
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Historical remarks

1) Beyond x86 processors AMD also designed and marketed two embedded processor families;

• the 2900 family of bipolar, 4-bit slice microprocessors (1975-?) used in a number of 
processors, such as particular DEC 11 family models, and

• the 29000 family (29K family) of CMOS, 32-bit embedded microcontrollers (1987-95).

In late 1995 AMD cancelled their 29K family development and transferred the related
design team to the firm’s K5 effort, in order to focus on x86 processors [3]. 

2) Initially, AMD designed the Am386/486 processors that were clones of Intel’s processors.

3) Then the K5 was AMD’s first in-house designed processor.

4) The K6 was originally developed by NexGen, a firm that AMD purchased in 1995.

This processor was pin-compatible with Intel’s Pentium. 

Subsequent K6 models became competitive with Intel’s Pentium II/III. 
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The K and Family xxh nomenclature of AMD’s processor families

• The K designation used previously by AMD is a counterpart of Intel’s P designation for their
processor families. 

• It was inspired by comic books, since  Kryptonite was the only substance that could bring
Superman to knees. Obviously, Superman stays for Intel [4].

• Presumably, a similar inspiration is behind AMD’s core names such as Sledgehammer,
Clawhammer,  or even Bulldozer and its successors including Piledriver, Steamroller etc.

• In Nov. 2004 AMD abandoned using the K moniker for their basic architectures in order to
signalize their move to enter a wide variety of markets and started to use their own 
in-house Family xxh designations. 

Nevertheless, outside AMD the K designation was used further on for simplicity and clarity
more or less until arriving the Family 11h (Griffin-based) lines.

In this chapter we will also make use of the K nomenclature including the K10.5 family and
will change to the Family 1xh designation beginning with the Family 11h (Griffin-based).
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AMD’s x86-64 family designations and related main features

FamilyE Intro. Core
Techn.
(nm)

Used 
typically in

Core 
contr.

Market
segment

F0h
(K8)

2003 Sledghammer 130 Sledgehammer 1 S, DT, M

2004 Athens 90 Athens 1 S, DT, M

2005 Egypt 90 Egzpt 2 S, DT,  M

0Fh NPT (K8) 2006 Hammer 90 Santa Rose 2 S, DT, M

10h

2007 Greyhound 65 Barcelona 4 S, DT

2008

Greyhound+ 45

Shanghai 4 S, DT, M

Istambul 6 S, DT2009

Magny Course 2*6 S2010

11h 2008 Griffin 65 Lion 2 DT, M

12h 2011 Husky (Liano) 32 Fusion A/E2 4+ GPU DT, M

14h 2011 Bobcat 40 Fusion C/E/G/Z 2 + GPU M

15h 2011
Bulldozer/Piledriver/

Steamroller/
Excavator

32
Interlagos (S)

Zambezi (DT)

2*8

8
S, DT

16h 2012 Jaguar/Puma+ 28 Fusion C/E/G/Z 2 + GPU M

17h 2017 Zen
EPYC/ThreadRipper/

Ryzen
8/16/32 S, DT, M

S: Server   DT: Desktop   M: Mobile
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AMD typically, assigns unique brand names to their processor lines that indicate

• the processor famiy

• market segment and

• relative performance

the particular processor line supports.

Brand names of AMD’s processor lines
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• AMD strives to cover main market segments.

• Salient market segments vary however, temporally.

• Concerning this, AMD designed and marketed a low-power oriented processor family, 
targeting tablets and smart phones, the Cat family, in the first halve of the 2010’s 
(between 2011 and 2015).

Nevertheless, the Cat family was not successful and AMD cancelled the Cat line in 2015.

As an example for the main market segments, the next Figure shows AMD’s market segments
favored in their Hammer family (K8 to K10,5), that is 

• servers

• desktops and

• mobiles.

Main market segments
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• Obviously, AMD’s different processor families emphasize different market segments. 



2003-2007 2007-2008 2008-2011 2009 2009

K8
(Hammer)

K10
(Barcelona)

K10.5
(Shanghai)

K10.5
(Istanbul)

K10.5
(Magny- Course)

4P servers

See Section 4

Barcelona

(834x-836x))

Shanghai

(837x-839x)

Istambul

(8410-8430)

Magny-Course

(6100)

2P servers
Barcelona

(234x-236x)

Shanghai

(237x-239x)

Istambul

(241x-243x)

Lisbon

(4100)

1P servers
Budapest

(135x-136x)

Suzuka

(138x-139x)

High perf.
(~80-120W)

Phenom

X4-X2

Phenom II

X4-X2

Phenom II

X6-X4

Mainstream
(~60-90W)

Athlon  64

Athlon 64 X2
Athlon X2 Athlon II X4-X2

Value
(~40-60W)

Sempron Sempron

High perf.
(~30-40W)

Turion 64 X2 

(TL 6/5)

Turion 64 (ML/MT)

Phenom II

(N/P 9xx-6xx)

Turion II Ultra (M6xx)

Turion II (M/N/P 5xx)

Mainstream
(~20-30W)

Athlon 64 X2

(TK-5x/4x)

Athlon 64

(2xxx+-4xxx+)

Athlon II (M/N/P 3xx)

Sempron (M1xx)

Ultraportable

(~10-20W)

Mobile Sempron 

(2xxx+-4xxx+)

Sempron 2100 

fanless

Turion II Neo (K6xx)

Athlon II Neo (K1xx)

V-series (V1xx)

Embedded

(~10-20W)

Turion II Neo X2

Athlon II Neo X2

Athlon II Neo

Example for main market segments in AMD’s K8 – K10.5h processor lines
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Typically, in each market segment processor lines are broken down into performance classes, 
indicating the relative performance of the processor lines within a particular market segment,
like

• high performance desktops

• mainstream desktops and

• value desktops, 

as shown below again for the Hammer family (K8 – K10.5) for the desktop lines.

Performance classes within market segments
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2003-2007 2007-2008 2008-2011 2009 2009

K8
(Hammer)

K10
(Barcelona)

K10.5
(Shanghai)

K10.5
(Istanbul)

K10.5
(Magny- Course)

4P servers

See Section 4

Barcelona

(834x-836x))

Shanghai

(837x-839x)

Istambul

(8410-8430)

Magny-Course

(6100)

2P servers
Barcelona

(234x-236x)

Shanghai

(237x-239x)

Istambul

(241x-243x)

Lisbon

(4100)

1P servers
Budapest

(135x-136x)

Suzuka

(138x-139x)

High perf.
(~80-120W)

Phenom

X4-X2

Phenom II

X4-X2

Phenom II

X6-X4

Mainstream
(~60-90W)

Athlon  64

Athlon 64 X2
Athlon X2 Athlon II X4-X2

Value
(~40-60W)

Sempron Sempron

High perf.
(~30-40W)

Turion 64 X2 

(TL 6/5)

Turion 64 (ML/MT)

Phenom II (N/P 9xx-6xx)

Turion II Ultra (M6xx)

Turion II (M/N/P 5xx)

Mainstream
(~20-30W)

Athlon 64 X2  (TK-5x/4x)

Athlon 64 (2xxx+-4xxx+)

Mobile Sempron 

(2xxx+-4xxx+)

Athlon II (M/N/P 3xx)

Sempron (M1xx)

Ultraportable

(~10-20W)
Sempron 2100 fanless

Turion II Neo (K6xx)

Athlon II Neo (K1xx)

V-series (V1xx)

Embedded

(~10-20W)

Turion II Neo X2

Athlon II Neo X2

Athlon II Neo

Example for performance classes within the desktop segment in AMD’s K8 – K10.5h lines
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As an example, the next Figure shows brand names of K10.5 Shanghai based desktop processor 
lines of different performance potentials, such as:  

• Phenom II
• Athlon II and
• Sempron.

Brand names of AMD’s processor lines 
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2003-2007 2007-2008 2008-2011 2009 2009

K8
(Hammer)

K10
(Barcelona)

K10.5
(Shanghai)

K10.5
(Istanbul)

K10.5
(Magny- Course)

4P servers

See Section 4

Barcelona

(834x-836x))

Shanghai

(837x-839x)

Istambul

(8410-8430)

Magny-Course

(6100)

2P servers
Barcelona

(234x-236x)

Shanghai

(237x-239x)

Istambul

(241x-243x)

Lisbon

(4100)

1P servers
Budapest

(135x-136x)

Suzuka

(138x-139x)

High perf.
(~80-120W)

Phenom

X4-X2

Phenom II

X4-X2

Phenom II

X6-X4

Mainstream
(~60-90W)

Athlon  64

Athlon 64 X2
Athlon X2 Athlon II X4-X2

Value
(~40-60W)

Sempron Sempron

High perf.
(~30-40W)

Turion 64 X2 

(TL 6/5)

Turion 64 (ML/MT)

Phenom II

(N/P 9xx-6xx)

Turion II Ultra (M6xx)

Turion II (M/N/P 5xx)

Mainstream
(~20-30W)

Athlon 64 X2

(TK-5x/4x)

Athlon 64

(2xxx+-4xxx+)

Athlon II (M/N/P 3xx)

Sempron (M1xx)

Ultraportable

(~10-20W)

Mobile Sempron 

(2xxx+-4xxx+)

Sempron 2100 

fanless

Turion II Neo (K6xx)

Athlon II Neo (K1xx)

V-series (V1xx)

Embedded

(~10-20W)

Turion II Neo X2

Athlon II Neo X2

Athlon II Neo

Brand names of AMD’s 64-bit K8 – Family 10.5h processor lines
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In addition to the brand names model designations differentiate particular models of a
processor line.

Model designations within a processor line

• may include a tag, such as X2 or X4 that indicates the number of cores (e.g. X2 meaning 

dual cores etc.) and

• a model number that specifies the  features of the processor,  such as the clock frequency, 
L2 or L3 cache size, wattage (dissipation etc.) as shown in an example given for the
K10.5 Shanghai based Phenom II X3 7xx line in the next table.

Model designations
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Model Number Step. Freq. L2 Cache L3 Cache HT Multi
1

Voltage TDP Socket
Release

Date

Phenom II X3 
700e

C2 2.4 GHz 3x 512 KB 6 MB 2 GHz 12x
0.825 -

1.25
65 W AM3

June 2,
2009

Phenom II X3 
705e

C2 2.5 GHz 3x 512 KB 6 MB 2 GHz 12.5x
0.800 -

1.25
65 W AM3

June 2,
2009

Phenom II X3 
710

C2 2.6 GHz 3x 512 KB 6 MB 2 GHz 13x
0.875 -

1.42
5

95 W AM3
Febr. 9,

2009

Phenom II X3 
715

Black Edition2
C2 2.8 GHz 3x 512 KB 6 MB

1.8 GH
z

14x
0.875 -

1.42
5

95 W AM2+ ???

Phenom II X3 
720

C2 2.8 GHz 3x 512 KB 6 MB 2 GHz 14x
0.875 -

1.42
5

95 W AM3 ???

Phenom II X3 
720

Black Edition2
C2 2.8 GHz 3x 512 KB 6 MB 2 GHz 14x

0.850 -
1.42

5
95 W AM3

Febr. 9,
2009

Phenom II X3 
740

Black Edition2
C2 3.0 GHz 3x 512 KB 6 MB 2 GHz 15x

0.850 -
1.42

5
95 W AM3

Sept.
2009

Example: Processor model designations of the Phenom II X3 line

(Desktop line based on the K10.5 Shanghai derived Deneb core) [5] 
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• Each processor family, like the K10.5 Shanghai family, etc.  often is based on a number of
processor lines with each line based on one or more different cores having different features,

like the number of CPU cores or the size of the L2 cache.

Obviously, different processor cores target different market segments (like servers, desktopsr
or mobiles) and performance levels, like high-performance, mainstream or low cost 
processors.

• As an example, the next slide depicts all the cores of the K10.5 (Shanghai) family.

Implementation of cores in a processor family
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Tablet

Brazos
(Desna)

2 Cores 1MB
DX11 GPU Core

DDR3

K10

Hound (K10.5/Stars)

Hound (K10.5/Stars)

Bobcat Fam. 14h

Jaguar Fam. 16h

Fam. 12h

Fam. 15h
Mod. 30h-3Fh

Fam. 15h
Mod. 10h-1Fh

Brazos
(Zacate)

1-2 Cores 1MB
DX11 GPU Core

DDR3

Jaguar Fam. 16h

Fam. 15h
Mod. 00h-0Fh

Fam. 14h

S
te

a
m

r
o
lle

r

28 nm

AMD’s K10.5 Shanghai based processor lines [based on xx]
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Set of processor cores targeting a particular market segment

Typically, cores of a processor family, like the K10.5 Shanghai family, may be subdivided into a
certain core sets, with each set aiming at different market segments, such as the server,
desktop or mobile segment, as the next example for the K10.5 Shanghai family shows.  
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Tablet

Brazos
(Desna)

2 Cores 1MB
DX11 GPU Core

DDR3

K10

Hound (K10.5/Stars)

Hound (K10.5/Stars)

Bobcat Fam. 14h

Jaguar Fam. 16h

Fam. 12h

Fam. 15h
Mod. 30h-3Fh

Fam. 15h
Mod. 10h-1Fh

Brazos
(Zacate)

1-2 Cores 1MB
DX11 GPU Core

DDR3

Jaguar Fam. 16h

Fam. 15h
Mod. 00h-0Fh

Fam. 14h

S
te

a
m

r
o

lle
r

28 nm

Sets of processor cores in the K10.5 Shanghai family [based on xx]
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In some cases even a given set of processor cores that targets a particular market segment
consists of a few subsets, each targeting different performance levels, such as
high-performance, mainstream or low-cost processors, like the desktop cores of the K10.5
Shanghai famiiy, as the next figure shows.   

Subsets of processor cores within a set of cores
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1 For X4 8xx; L3=4MB Figure: Subsets of  AMD’s Shanghai based desktop cores (45 nm)

1/112/09

2009 2010

Sempron

Athlon II

2011

Phenom II

4C

3C

2C

4C

3C

2C

1C

1C

2/09

Callisto
Two Cs disabled

X2 5xx

6/09

Deneb
258 mm2, 750 mtrs

L2: 512 KB/C
L3: 6 MB

X4 8xx/9xx1

Regor
117 mm2, 234 mtrs

L2: 1 MB/C
L3: - X2 2xx

Sargas
One C disabled

1xx

7/09

Propus
169 mm2, 300 mtrs

L2: 512 KB/C
L3: - X4 6xx

9/09

Rana
One C disabled

X3 4xx

Sargas
One C disabled

160

10/09

Propus
169 mm2, 300 mtrs

L2: 512 KB/C
L3: -

X4 840/850

Regor
117 mm2, 234 mtrs

L2: 1 MB/C
L3: -
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H
ig

h
 p

e
r
fo

r
m

a
n

c
e

D
T

M
a
in

s
tr

e
a
m

D
T

V
a
lu

e
D

T

1. Introduction to AMD’s processor families (20)



Sets of cores that can not be broken down into subsets or particular subsets typically include a
native design and a few partly disabled cores.

As an example, the desktop cores of the K10.5 Shanghai family are based on three native core
designs, called the

• Deneb

• Propus and

• Regor,

Native designs and partly disabled cores

cores, as indicated in the next figure.
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1 For X4 8xx; L3=4MB Figure: Subsets of  AMD’s Shanghai based desktop cores (45 nm)
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In the above Figure arrows indicate partly disabled cores that are derived from the native
designs; 

E.g. In the Phenom II lines of the desktop cores of the K10.5 Shanghai family the 4-core
Deneb core represents the native design whereas

• the Heka core is in fact a Deneb core with a single core disabled and 

• the Callisto core is a Deneb core with two cores disabled, 

as the next Figure shows.
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1 For X4 8xx; L3=4MB

1/112/09

2009 2010
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258 mm2, 750 mtrs

L2: 512 KB/C
L3: 6 MB

X4 8xx/9xx1

Regor
117 mm2, 234 mtrs

L2: 1 MB/C
L3: - X2 2xx

Sargas
One C disabled

1xx

7/09
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169 mm2, 300 mtrs

L2: 512 KB/C
L3: - X4 6xx
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Subsets of  AMD’s Shanghai based desktop cores (45 nm)



Partly disabled cores

Disabling
defective units

Disabling available features
to reduce functionality

Aim: To sell processors with defective features,

such as less cores, smaller L2, no SSE3 or AMD-V

at lower price

Aim: To avoid separate designs for lower priced lines

but to maintain enough difference in functionality

to higher priced lines

E.g. models of a particular line with
smaller L2, e.g. 512 K L2 instead of 1 MB L2

E.g. Sempron lines are typically native 512 KB L2 
Athlon 64 designs

with reduced functionality, such as
128/256 KB L2 and disabled SSE3 or AMD-V

Possible aims of disabling features of native designs

Remark

In this chapter we focus on AMD’s processor designs rather than marketing issues, 
so typically we disregard partly disabled native designs.
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Remark

Core designations are often irritating and serve marketing purposes as for example the previous
figure demonstrates.

1. Introduction to AMD’s processor families (26)



1. Introduction to AMD’s processor families (27)

Overview of AMD’s processor lines

Remark

Before the K5 AMD manufactured (licensed) Intel designed processors rather than own designs

AMD’s in-house designed x86 families

32-bit
x86 families

The Hammer
family

Intermediate
families

The Bulldozer
family

The Cat
family

The Zen
family

K8/K10/K10.5
families

(08h/10h/10.5h)

(64-bit 
x86 family)

(2003-2009)

Families
11h/12h

(Mobile/DT
oriented)

(2008-2011)

Family
15h

(High-performance
oriented)

(2011-2016)

Families
14h/16h

(Low-power
oriented)

(2011-2015)

Family
17h

(Modular design)

(2017- )

K5/K6/K7
families

(32-bit
Mobile/DT)

1996-2003)
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AMD’s 32-bit x86 families

AMD’s 32-bit x86 families

K7
family

K5
family

K6
family

(1996) (1997) (1999)



CPU Family Intro. CPU core Brand name
Techn.
(μm)

New key feature
Typ. 

Application

K5 1996 K5 0.5/0.35
2. gen.  superscalar (32-bit),

Pentium competitor
DT

K6 1997 K6 0.35/0.25
2.5 gen.  superscalar, MMX

(NexGen design)
DT/M

K6-2 1998 Chomper K6 0.25 3. gen.  superscalar, 3DNow! DT/M

K6III
K6-2+
K6III+

1999
2000
2000

Sharptooth
na.
na.

K6
0.25
0.18
0.18

On-die L2
PowerNow!1

PowerNow!1

DT/M

1 PowerNow! was introduced in the Mobile K6-2+ and Mobile K-III+ processors in 2000
2 Athlon: Attained performance lead over Intel’s Pentium III

Overview and major innovations of AMD’s K5/K6 families
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Base arch./ 
stepping

Intro. Core
Brand 
name

Techn.
(μm)

L2 cache FSB ISA PowerNow!
Typ. 
Appl

K7

Mod.1 6/1999 Argon
Athlon

0.25 In-package integrated 
512 KB

DDR 
FSB

Enh. 
3DNow!

-

DTMod.2 11/2000 Pluto/Orion

0.18

Mod.3

6/2000

Spitfire

Duron

64 KB

On-die 
(exclusive)

1/2001
Mobile 
Duron

M

Mod.4 6/2000 Thunderbird Athlon

256 KB

DT

Mod.6

7/2001

Palomino

Mobile 
Athlon4

3DNow!
Prof./SSE

PowerNow! M

10/2001 Athlon XP

-

DT

4/2001 Athlon MP S

Mod.7

8/2001 Morgan Duron

64 KB

DT

1/2001 Camaro
Mobile 
Duron

PowerNow! M

Mod.8

11/2002
Thoroughbred

Duron

0.13

-

DT

3/2003 Athlon XP

256 KB

S

8/2003 Applebread Athlon MP

M
4/2002 Thoroughbred

Mobile 
Athlon XP-M

Mod.10

9/2003 Thorton
Athlon XP DT

9/2003

Barton 512 KB
5/2003 Athlon MP S

3/2003
Mobile 

Athlon XP-M
PowerNow! M

Overview and major innovations in AMD’s K7 (Athlon) families
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The Hammer family

(2003-2007) (2007-2008) (2008-20011Ö

The Hammer family

K8
family

K10
family

K10.5
family

Hammer Barcelona Shanghai
Istambul

Magny-Course



2003-2007 2007-2008 2008-2011 2009 2009

K8
(Hammer)

K10
(Barcelona)

K10.5
(Shanghai)

K10.5
(Istanbul)

K10.5
(Magny- Course)

4P servers

See Section 4

Barcelona

(834x-836x))

Shanghai

(837x-839x)

Istambul

(8410-8430)

Magny-Course

(6100)

2P servers
Barcelona

(234x-236x)

Shanghai

(237x-239x)

Istambul

(241x-243x)

Lisbon

(4100)

1P servers
Budapest

(135x-136x)

Suzuka

(138x-139x)

High perf.
(~80-120W)

Phenom

X4-X2

Phenom II

X4-X2

Phenom II

X6-X4

Mainstream
(~60-90W)

Athlon  64

Athlon 64 X2
Athlon X2 Athlon II X4-X2

Value
(~40-60W)

Sempron Sempron

High perf.
(~30-40W)

Turion 64 X2 

(TL 6/5)

Turion 64 (ML/MT)

Phenom II

(N/P 9xx-6xx)

Turion II Ultra (M6xx)

Turion II (M/N/P 5xx)

Mainstream
(~20-30W)

Athlon 64 X2

(TK-5x/4x)

Athlon 64

(2xxx+-4xxx+)

Athlon II (M/N/P 3xx)

Sempron (M1xx)

Ultraportable

(~10-20W)

Mobile Sempron 

(2xxx+-4xxx+)

Sempron 2100 

fanless

Turion II Neo (K6xx)

Athlon II Neo (K1xx)

V-series (V1xx)

Embedded

(~10-20W)

Turion II Neo X2

Athlon II Neo X2

Athlon II Neo

Brand names of AMD’s 64-bit K8 – Family 10.5h processor lines
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Overview of AMD’s K8-based processor lines

The 130 nm – 90 nm K8-based lines [13]

SSE3
Socket 940 

Socket 754/939



2003 2004 2005 2006 2007

Mobile
Sempron

Mobile
Athlon 64

Mobile
Athlon 64 X2

Turion 64

Turion 64 X2

Sempron

Athlon 64

MP server

M

o

b

i

l

e

D

e

s

k

t

o

p

Newcastle
130 nm CG

1C, 68.5 mtrs
512 KB L2

DDR-400, 754

Sledgehammer
130 nm B3

1C, 105.9 mtrs

Paris
130 nm CG

1C, 68.5 mtrs
256 KB L2

DDR-400, 754

Athens
90 nm E4/E6
1C, 114 mtrs

+SSE3

Egypt
90 nm E1/E6
2C, 233 mtrs

+SSE3

Santa Rosa
90 nm F2/F3

2C, 227/243 mtrs
+AMD-V

San Diego
90 nm E4

1C, 114 mtrs
1 MB L2
DDR-400

+SSE3, 939

Palermo
90 nm E3/E6
1C, 76 mtrs
256 KB L2
DDR-400

+SSE3, 754

Manila
90 nm F2

1C, 81.2 mtrs (?)
256 KB L2
DDR2-667

No AMD-V, AM2

Tyler
65 nm G1/G2

2C, 154/221 mtrs
2*512 KB L2
DDR2-800

+AMD-V, S1

Trinidad
90 nm F2

2C, 154 mtrs
2*512 KB L2
DDR2-667

+AMD-V, S1

Taylor
90 nm F2

2C, 154 mtrs
2*256 KB L2
DDR2-667

+AMD-V, S1

Richmond
1C, 90 nm F2

81.1 mtrs
512 KB L2
DDR2-667

+AMD-V, S1

Lancaster
90 nm E5

1C, 114 mtrs
1 MB L2
DDR-400

+SSE3, 754

Clawhammer
130 nm C0, CG
1C, 105.9 mtrs

1 MB L2
DDR-400

754

Odessa
130 nm CG

1C, 68.5 mtrs
512 KB L2
DDR-400

754

Oakville
90 nm D0

1C, 68.5 mtrs
512 KB L2
DDR-400

754

Nework
90 nm E5

1C, 114 mtrs
1 MB L2
DDR-400

+SSE3, 754

Dublin
130 nm CG

1C, 68.5 mtrs
256 KB L2
DDR-400

754

Sonora
130 nm CG

1C, 68.5 mtrs
128 KB L2
DDR-400

754

Roma
90 nm E6

1C, 76 mtrs
256 KB L2
DDR-400

+SSE3, 754

Keene
90 nm F2

1C, 103 mtrs
512 KB L2
DDR2-667

No AMD-V, S1

Sherman
65 nm G1/G2
1C, 122 mtrs

512 KB L2
DDR2-667

NO AMD-V, S1

6/03

9/03

4/04

7/04

12/04 8/05 8/06

5/05

10/05 5/06

3/05

5/075/06

3/06

5/075/06

5/04 7/04 4/05

7/057/04

1. Introduction to AMD’s processor families (34)

Overview of K8 cores



Overview of AMD’s K10/K10.5-based processor lines [14]

Table
t

K10

Hound (K10.5/Stars)

Hound (K10.5/Stars)

Bobcat Fam. 14h

Jaguar Fam. 16h

Fam. 12h

Fam. 15h
Mod. 30h-3Fh

Fam. 15h
Mod. 10h-1Fh

Brazos
(Zacate)

1-2 Cores 1MB
DX11 GPU Core

DDR3

Jaguar Fam. 16h

Fam. 15h
Mod. 00h-0Fh

Fam. 14h

S
te

a
m

r
o
lle

r

28 nm

Family 11h

Brazos
(Desna)

2 Cores 1MB
DX11 GPU Core

DDR3
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AMD’s intermediate families

(2008-2009) (2011)

Intermediate families

Family 11h Family 12h

Griffin Llano



Brand names of AMD’s Intermediate (Family 11h – Family 12h)  processor lines

1. Introduction to AMD’s processor families (37)

Launched in 2008-2009 2011

Family 11h

(Griffin)

Family 12h

(Llano)

4P servers

2P servers

1P servers

(85-140 W)

High perf.

(~95-125 W)

Mainstream
(~65-100 W)

Llano A8/A6/A4/E2 
Sempron X2

Entry level

(40-60 W)

High perf.

(~30-60 W)

Turion X2 Ultra (ZM-xx)
Turion X2 (RM-xx)

Llano A8 M

Mainstream/Entry
(~20-30 W)

Athlon X2 (QL-xx)
Sempron (SI-xx)

Llano A6/A4/E2 M

Ultra portable

(~10-15 W)

Turion Neo X2 (L6xx)
Turion X2 (RM-xx)

Athlon Neo X2 (L3xx)
Sempron (200U/210U)

Tablet (~5 W)

Embedded

(~10 – 20 W)

Turion Neo X2 (L6xx)
Athlon Neo X2 (L3xx)
Sempron (200U/210U)
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1. Introduction to AMD’s processor families (38)

The Bulldozer family

Family 15h
Models 10h-1Fh

Family 15h
Models 00F-0Fh

Family 15h
Models 10h-1Fh

Family 15h
Models 60h-6Fh

Family 15h
Models 30h-3Fh

Bulldozer Piledriver
v1

Piledriver
v2

Steamroller Excavator
v1

/2011) (2012) (2013) (2013) (2015)

Family 15h
Models 70h-7Fh

Excavator
v2

Bulldozer family

(2015)



Launched in 2011 2012 2013 2013 2015 2016

Family 15h

(00h-0Fh)

(Bulldozer)

Family 15h
(10h-1Fh)

(Piledriver)

Family 15h

(10h-1Fh)

(Piledriver
v.2)

Family 15h

(30h-3Fh)

(Steamroller)

Family 15h

(60h-6Fh)

(Excavator 
v.1)

Family 15h

(77h-3Fh)

(Excavator 
v.2)

4P servers

(85-140 W)
Interlagos Abu Dhabi

2P servers

(85-140 W)
Valencia Seoul

1P servers

(85-140 W)
Zurich Delhi

High perf.

(~95-125 W)

Zambezi
FX-Series

Vishera
FX-Series

Mainstream
(~65-100 W)

Trinity
A10-A4 Series

Richland
A10-A4 Series

Kaveri
A10-A8

Entry level

(~40-60W)

High perf.

(~30-40 W)

Trinity
A10 M-A6 M

Richland
A10 M-A4 M

Kaveri
FX/A10/A8

Mainstream/
Entry level

(~20-30 W)

Trinity
A10 M-A6 M

Richland
A10 M-A4 M

Kaveri
FX/A10/A8/A6

Carrizo
FX/A12-A6

Bristol Ridge 
FX/A12/A10

Ultra portable

(~10 – 15 W)

Stoney Ridge
A9/A6/A4/E2 

Tablet

(~5 W)

Brand names of AMD’s Bulldozer-based processor lines
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The Cat family

1. Introduction to AMD’s processor families (40)

Family 16h
Models 30h-3Fh

Family 14h
Models 00F-0Fh

Family 16h
Models 10h-1Fh

Bobcat Jaguar Puma+v2

/2011) (2013) (2014-2015)

Cat family



Brand names of AMD’s Family 12h, 14h and 16h-based processor lines

1. Introduction to AMD’s processor families (41)

Launched in 2011 2012 2013 2014 2015

Family 14h

(00h-0Fh)

(Bobcat)

Family 14h

(00h-0Fh)

(Bobcat)

Family 16h

(00h-0Fh)

(Jaguar)

Family 16h

(30h-3Fh)

(Puma+)

Family 16h

(30h-3Fh)

(Puma+

4P servers

2P servers

1P servers

(85-140 W)

High perf.

(~95-125 W)

Mainstream
(~65-100 W)

Entry level

(~30-60 W)

High performance/

mainstream/entry

(~30-60 W)

Kabini A6

Ultra portable

(~10-15 W)

Zacate
E-Series

Ontario
C-Series

Zacate
E1/E2

Kabini
A/E-Series

Beema
A/E-Series

Carrizo-L
A/L-Series

Tablet

(~5 W)

Desna
Z-Series

Temash
A Series 

Mullins
A Series/E1

D
e
s
k
to

p
s

N
o

te
b

o
o

k
s

S
e
r
v
e
r
s



The Zen family

1. Introduction to AMD’s processor families (42)

Family 17h
Models xxh-xxh

Family 17h
Models 00F-0Fh

Family 17h
Models 00h-0Fh?

Zen Zen+ Zen2

/2017) (2018) (2019?)

Zen family



Launched in 2017-2018 2018 2019?

Family 17h

(00h-0Fh)

(Zen)

Family 17h

(00h-0Fh)

(Zen+)

Family 17h

(xxh-xxh)

(Zen2)

4P servers

2P servers Epyc 7xx1

1P servers Epyc 7xx1P

(85-140 W)

High perf.

(~95-125 W)

ThreadRipper
(TR 1xxxX)

ThreadRipper
(TR 2xxxX/WX)

Mainstream/
Entry level

(30-95 W)

Summit Ridge
(Ryzen 7/5/3 1xxx/1xxxX)

Raven Ridge (APU)
(Ryzen 7/5/3 2000G/GE)

Pinnacle Ridge
(Ryzen 7/5 2xxx/2xxxX)

High perf.

(~30-60 W)

Mainstream/Entry
(~20-30 W)

Ultra portable

(~10-15 W)

Raven Ridge (APU)
(Ryzen 7/5/3 2x00U)

Tablet (~5 W)
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1. Introduction to AMD’s processor families (43)



Base arch./ 
stepping

Intro
4P Server 

family name
Series Techn

Cores
(up to)

L2 
(up to)

L3 
(up to)

Memory
(up to)

HT/ dir.
(up to)

Sock
et

K8

C0/CG 4/2003
Sledge-
hammer

800
130 
nm

1C 1 MB - DDR-333
HT 1.0: 
3.2 GB/s

940

E4/E6 12/2004 Athens 800 90 nm 1C 1 MB - DDR-400
HT 2.0:
4.0 GB/s

940

E1/E6 4/2005 Egypt 800 90 nm 2C 2*1 MB - DDR-400
HT 2.0: 
4.0 GB/s

940

F2/F3 8/2006
Santa Rosa

(NPT)
8200 90 nm 2C 2*1 MB - DDR2-667

HT 2.0: 
4.0 GB/s

F

K10
BA/B1-

B3
8/2007 Barcelona 8300 65 nm 4C 4*1/2 MB 2 MB DDR2-667

HT 2.0:
4.0 GB/s

F

K10.5

C2/C3 11/2008 Shanghai 8300 45 nm 4C 4*1/2 MB 6 MB DDR2-800
HT 2.0/3.0: 

4.0/8.8 
GB/s

F

CE 6/2009 Istambul 8400 45 nm 6C 6*1/2 MB 6 MB DDR2-800
HT 3.0: 
9.6 GB/s

F

D1 3/2010
Magny Course
(2xIstambul)

6100 45 nm 2x6C
12*1/2 

MB
6 MB

DDR3-
1333

HT 3.1:
12.8 GB/s

G34

Fam 15h
Mod. 00h-0Fh

(Bulldozer)
11/2011

Interlagos
(2xOrochi die)

6200 32 nm
2x4 CM
(2x8 C)

2*4*
2 MB/CM

2*
8MB/
4 CM

DDR3-
1600

HT 3.1:
12.8 GB/s

G34

Fam. 15h
Mod. 10h-1Fh
(Piledriver)

11/2012
Abu Dhabi
(2 dies)

6300 32 nm
2x4 CM
(2x8 C)

2*4*
2 MB/CM 

2*
8 MB/
4 CM

DDR3-
1866

HT 3.1
12.8 GB/s

G34

Fam. 17h
Mod. 00h-0Fh 

6/2017
Epyc (2S!!)

(4 dies/proc.)
7000 14 nm

4x(2x4)
(32C)

½ MB/C 2 MB/C
DDR4-
2666

IFIS
75.8 GB/s

SP3

Main features of AMD’s server lines

.
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Base arch./ 
stepping

Intro. Core
Techn.
(nm)

Server family 
name

Cores
New key features

Use
L3 Mem. 

On-die 
MC

HT
ISA 

extension
NX

K8

B3/CG 4/2003

Sledge-
hammer

130 Sledgehammer
1C

-

DDR

+On-die
MC

3xHT 1.0 +SSE2

+NX
-bit

S/DT/M

E4 12/2004

90

Athens

3xHT 2.0
+SSE3

E1/E6 4/2005 Egypt

2CF2/F3 8/2006 Santa Rosa

DDR2

G1/G2 12/2006 65 DT: Brisbane DT

K10 B2/B3 9/2007 Greyhound 65 Barcelona5

4C
6

MB
+SSE4a

S/DT

K10.5

C2/C3 11/2008

Greyhound
+

45

Shanghai 3xHT 3.0 S/DT/M

CE 6/2009 Istambul 6C S/DT

4xHT 3.1

Magny Course
(2xIstambul)

2x6C
2x

6 MB

DDR3

D1 3/2010 S

Fam.
15h

Mod. 0xh 11/2011 Bulldozer

32

Interlagos
(2xOrochi)

2x8C
2x

8 MB

+SSE4.1/4.2,
AES, AVX, 

XOP,
FMA4,CMUL

S/DT

Mod.
1xh

11/2012 Piledriver
Abu Dhabi
(Dual dies)

+FMA3, 
CVT16, BMI, 

TBM
S/DT/M

Fam.
17h

Mod.
0xh

6/2017 Zen 14
DT: Epic

(4 dies)
4x8C

2 MB/
core

DDR4 IFIS na. S/HED

Evolution of main features of AMD’s DP/MP servers

1 x4UMI: 4x PCIe 2.0

2 ISA enh.: +AES, +AVX, +FMA4, +XOP, 
+PCLMULQDQ

3 PCIe 1.0/2.0
4 3DNow! Prof. dropped

5 The Barcelona die supports already  4xHT 3.0
and DDR3 but Socket F used for DP/MP servers 
restricts supported features to 3xHT 2.0 and DDR2
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Overview of subsequent K10/K10.5  implementations (as used in MP/DP servers) [88]
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HT

version

Year Max. HT

frequency

Max.

link width

Max. bandwidth 

at 16-bit unidirectional

1.0 2001 800 MHz 32-bit 3.2 GB/s

1.1 2002 800 MHz 32-bit 3.2 GB/s

2.0 2004 1.4 GHz 32-bit 5.6 GB/s

3.0 2006 2.6 GHz 32-bit 10.4 GB/s

3.1 2008 3.2 GHz 32-bit 12.8 GB/s

Key parameters of subsequent versions of the HyperTransport standard [58]
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Base arch./ 
stepping

Intro
High 

perf. DT 
family

Series Techn.
Core 
count

(up to)

L2 
(up to)

L3 
(up
to)

Memory
(up to)

HT/ dir.
(up to)

Socket

K8

CG 9/2003
Claw-

Hammer
Athlon 

64
130 
nm

1 1 MB - DDR-400
HT 2.0:  
4.0 GB/s

754/
939

E4 4/2005
San 

Diego
Athlon 

64
90 nm 1 1 MB - DDR-400

HT 2.0: 
4.0 GB/s

939

E6 5/2005 Toledo
Athlon 
64 X2

90 nm 2 2*1 MB - DDR-400
HT 2.0: 
4.0 GB/s

939

E2/E3 5/2006 Windsor
Athlon 
64 X2

90 nm 2 2*1 MB - DDR2-800
HT 2.0: 
4.0 GB/s

AM2

K10
B2
B3

11/2007
3/2008

Agena
Phenom 

X4
65 nm 4 4*½ MB 2 MB DDR2-1066

HT 3.0: 
8.0 GB/s

AM2+

K10.5

C2
C2/C3

1/2009
2/2009

Deneb
Phenom 

II X4
45 nm 4 4*½MB 6 MB

DDR2-1066
DDR3-1333

HT 3.0: 
8.0 GB/s

AM2+
AM3

E0 4/2010 Thuban
Phenom 

II X6
45 nm 6 6*½MB 6 MB

DDR2-1066
DDR3-1333

HT 3.0: 
8.0 GB/s

AM3

Fam. 11h (Griffin) - - - - - - - - - -

Fam. 12h
(Llano)

6/2011 Llano
Fusion

A8
32 nm 4 4*1 M - DDR3-1866

UMI:
5 GT/s 

FM1

Fam. 17h (Zen) 3/2017
Summit 
Ridge

Ryzen 7 14 nm 8 8x1/2 MB 16 MB DDR4-2993 - AM4

Fam. 17 (Zen+) 4/2018
Pinnacle 
Ridge

Ryzen 7 12 nm 8 8x1/2 MB 16 MB DDR4-2933 - AM4

Main features of AMD’s high-performance desktop lines (except Bulldozer-based lines)  
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Base arch./ 
stepping

Intro
High 

perf. DT 
family

Series Techn.
Core 
count

(up to)

L2 
(up to)

L3 
(up
to)

Memory
(up to)

HT/ dir.
(up to)

Socket

K8

CG 9/2003
Claw-

Hammer
Athlon 

64
130 
nm

1 1 MB - DDR-400
HT 2.0:  
4.0 GB/s

754/
939

E4 4/2005
San 

Diego
Athlon 

64
90 nm 1 1 MB - DDR-400

HT 2.0: 
4.0 GB/s

939

E6 5/2005 Toledo
Athlon 
64 X2

90 nm 2 2*1 MB - DDR-400
HT 2.0: 
4.0 GB/s

939

E2/E3 5/2006 Windsor
Athlon 
64 X2

90 nm 2 2*1 MB - DDR2-800
HT 2.0: 
4.0 GB/s

AM2

K10
B2
B3

11/2007
3/2008

Agena
Phenom 

X4
65 nm 4 4*½ MB 2 MB DDR2-1066

HT 3.0: 
8.0 GB/s

AM2+

K10.5

C2
C2/C3

1/2009
2/2009

Deneb
Phenom 

II X4
45 nm 4 4*½MB 6 MB

DDR2-1066
DDR3-1333

HT 3.0: 
8.0 GB/s

AM2+
AM3

E0 4/2010 Thuban
Phenom 

II X6
45 nm 6 6*½MB 6 MB

DDR2-1066
DDR3-1333

HT 3.0: 
8.0 GB/s

AM3

Fam. 11h (Griffin) - - - - - - - - - -

Fam. 12h
(Llano)

6/2011 Llano
Fusion

A8
32 nm 4 4*1 M - DDR3-1866

UMI:
5 GT/s 

FM1

Fam. 14h (Bobcat) - - - - - - - - - -

Fam. 15h
Models 00h-0Fh

(Bulldozer)
10/2011 Zambezi FX-series 32 nm

4 CM
(8 C)

4x2 MB/CM 8 MB DDR3-1866
HT 3.1: 

12.8 
GB/s

AM3+

Fam. 15h
Models 10h-1Fh

(Piledriver)
10/2012 Vishera FX-series 32 nm

4 CM
(8 C)

4*2 MB/CM 8 MB DDR3-1866
HT 3.1: 

12.8 
GB/s

AM3+

No further Fam. 15h 
based lines

- - - - - - - - - -

Main features of AMD’s high-performance desktop lines (except Zen-based lines) 

1. Introduction to AMD’s processor families (49)



Base arch./ 
stepping

Intro

High perf. 
mobile 
family 
name

Series Techn.
Core 
count

(up to)

L2 
(up to)

L3 Memory
(up to)

HT/ dir.
(up to)

Sock
et

K8

C0, CG 9/2003 Clawhammer
Mobile 
Athlon 

64
130 nm 1 512 KB - DDR-400

HT 1.0:
3.2 GB/s

754

E5 3/2005 Lancaster
Turion 

64
90 nm 1 1 MB - DDR-400

HT 1.0:
3.2 GB/s

754

F2 5/2006 Trinidad
Turion 
64 X2

90 nm 2 2*512 KB - DDR2-667
HT 1.0:
3.2 GB/s

S1

K10 - - - - - - - - - - -

K10.5

DA-C2 9/2009 Caspian
Turion 

II
45 nm 2

2*512 KB/
2*1 MB1 - DDR2-800

HT 3.0: 
7.2 GB/s

S1g3

DA-C3 5/2010 Champlain
Turion 

X4
45 nm 4 4*512 KB - DDR3-1066

HT 3.0: 
7.2 GB/s

S1g4

1: 2*512 KB for Turion II,    2*1 MB for Turion II Ultra

Main features of Hammer (K8 – K 10.5)-based high performance mobile lines  
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Base arch./ 
stepping

Intro
High perf. 

mobile 
family name

Series Techn.
Core 
count

(up to)

L2 
(up to)

L3 Memory
(up to)

HT/ dir.
(up to)

Sock
et

Family 11h
(K11)

(Griffin)
6/2008

Lion (no APU)
(not SoC)

Turion 
X2 

Ultra
65 nm 2

2x512 
KB/

2*1 MB2

- DDR2-800
HT 3.0: 

10.4 GB/s
S1g2

Family 12h
(K12)
(Llano)

6/2011
Llano (APU)
(not SoC)

Fusion
A8 M

32 nm 4 4x1 MB - DDR3-1600 - FM1

2: 2*512 KB for Turion X2,   2*1 MB for Turion X2 Ultra

Main features of the Intermediate-based high-performance mobile lines  

CCX: Core CompleXAPU: Accelerated Processing Unit (CPU +GPU)
UMI: Universal Media Interface
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1. Introduction to AMD’s processor families (51b)

Base arch./ 
stepping

Intro

Ultra-
portable
mobile 
family

Series Techn.
Core count

(up to)
L2 

(up to)
L3 

GPU
(APU)

Memory
(up to)

TDP
[W]

Socke
t

Family14h

(00h-0Fh)
(Bobcat)

1/2011
Zacate

(not SoC)
E

Series
40 nm 2

512 KB/
core

Private
- Yes

DDR3L-
1333

18
FT1 

(BGA)

6/2012
Zacate

(not SoC)
E1/E2
Models

40 nm 2
512 KB/

core
Private

- Yes
DDR3L-
1333

18
FT1 

(BGA)

1/2011 Ontario
C

Series
40 nm 2

512 KB/
core

private
- Yes

DDR3-
1066

9
FT1

(BGA)

Family 16h

(10H-1fH)
(Jaguar)

5/2013
Kabini
(SoC)

A 
Series

28 nm

4 cores
with a 

shared L2 
cache

2 MB
shared

- Yes
DDR3L-
1866

9/
15 FT3

Family 16h

(30H-3fH)
(Puma+)

4/2014
Beema
(SoC)

A
Series

28 nm
2 MB

shared
-

Yes DDR3L-
1866

15
FT3b

5/2015
Carrizo-L

(SoC)
A

Series
28 nm

2 MB
shared

- Yes
DDR3L-
1866

10/
15 FP4

Family 17h

(00H-0fH)
(Zen)

10/201
7

Raven 
Ridge
(SoC)

Ryzen 
7/5/3

14 nm

4-core CCX, 
private L2 
and shared 
L3 cache(s)

½ MB/
core

1 MB/
core

Yes
DDR4-
2400

15 AM4

2: 2*512 KB for Turion X2,   2*1 MB for Turion X2 Ultra

CCX: Core CompleXAPU: Accelerated Processing Unit (CPU +GPU)
UMI: Universal Media Interface

Main features of Cat and Zen-based ultra-portable mobile lines  



• AMD started offering own chipsets to their processors with their 640/645 chipset 
(yet licensed from VIA) in 1997 to support their K6, Cyrix 6x6 and Pentium processors.

• It was followed by the in-house developed 750 chipset intended for the Athlon Model 1 (1999).

• Since then AMD usually provides own chipsets for their processors.

Remark

AMD’s chipsets
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Introducing the platform concept by AMD-1

• For the reasons mentioned, two to three years after Intel, also AMD introduced the platform
approach.

• First, AMD announced their platform concept in the mobile segment (like Intel) with
their Kite platform in 2006.

(This platform supported the K8-based dual core Turion 64 X2 and sigle core Turion 64 and
Mobile Sempron processors, as shown in the next Figure).

• For years AMD disdained the platform approach arguing that unlike Intel’s Centrino platform
they want to give OEMs the choice to select components from a wide range of suppliers.

But OEMs prefer platforms since its components are already tested and their integration is
aready validated by the manufacturer [6]. 

Also manufacturers benefit from the platform concept as it motivates OEMs to buy all key
components of a computer system from the same manufacturer. 

1. Introduction to AMD’s processor families (53)



by AMD at CES, among other forums. 

AMD’s 2006 mobile roadmap showing their first platform, the Kite mobile platform [130]
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http://ces.cnet.com/


Main features of the Kite platform [7]

Introduced in 2006

1. Introduction to AMD’s processor families (55)



Introducing the platform concept by AMD-2

• In the desktop segment AMD introduced their platform concept in 2007 with their Spider
platform.

The Spider platform supported the K10 Barcelon-based Phenom X2/X4 processors, 

as indicated in the next Figure.

The Phenom X2/X4 processors were built on the K10-based Agena and Kuma desktop cores
and targeted gamers).

1. Introduction to AMD’s processor families (56)



AMD’s first desktop platform: the K10 Barcelona based Spider platform (2007) [8]
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Introducing the platform concept by AMD-3

• AMD’s platform concept has a peculiarity, as AMD’s desktop platforms cover - beyond the usual

main  components processor and chipset - also the graphics cards (see next slide).

This reflects AMD’s strategy to support aggressively graphics, leading to the acquisition of
one of the major graphics card supplier ATI in 2006. 
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Remark

AMD revealed already in 2006 their desktop roadmap, nevertheless without publishing actual
platform designations, as indicated below [131]. 
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AMD’s first desktop roadmap with platform names (published in 2007) [128]
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AMD’s power management techniques K8 – Family 15h (Bulldozer) (based on [53]) 

AMD PowerNow Technology

First in single-core x52 Opterons

(Rev. E 2/2005)

TDP Power Cap

Module C6 state

Module power gating

Ultra low-voltage DDR3

Advanced Platform Management Link

160 W

150 W

140 W

130 W

120 W

110 W

90 W

100 W

80 W

70 W

60 W

50 W

40 W

30 W

20 W

10 W

0 W

160

150

140

130

120

110

90

100

80

70

60

50

40

30

20

10

0

2003
Single-Core

AMD Opteron
Processor

Rev. B

2004
Single-Core

AMD Opteron
Processor 

Rev. E

2005
Dual-Core

AMD Opteron
Processor 

Rev. E

2006
Dual-Core

AMD Opteron
Processor 

Rev. F

2007
Quad-Core

AMD Opteron
Processor 
Codename
„Barcelona”

008
Quad-Core

AMD Opteron
Processor
Codename
„Shanghai”

2009
Six-Core

AMD Opteron
Processor 
Codename
„Istanbul”

2010
12-Core

AMD Opteron
Processor 
Codename

„Magny Cours”

2011
16-Core

AMD Opteron
Processor 
Codename
„Interlagos”

Integer Performance
Floating Point Performance
per-socket TDP
per-core TDP

AMD CoolCoreTM Technology

Dual Dynamic Power Management

Independent Dynamic Core Engagement

Advanced Platform

Management Link

AMD CoolSpeed Technology

C1E power-state

DDR3 LV Memory

AMD Smart Fetch Technology

AMD PowerCap Manager

AMD CoolCoreTM Technology on L3
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2003 2004 2005 2006 2007 2008 2009 2010 2011 2012

K8
K8

K8 (NPT) K10 K10.5

Supports DDR

Socket 940 (130nm K8 UP/DP/MP servers, 90 nm K8 SC and  90 nm K8 DC (Egypt) DP/MP servers)

Socket 939 (90nm K8 SC and 90 nm K8 DC (Egypt) UP servers, K8 desktops with 128-bit mem. channel
up to the 90 nm DC (Egypt) lines)

Socket 754 (K8 desktops, mobiles with 64-bit mem. channel up to the 90 nm SC (Athens) line)

Supports DDR2 

Socket F (1207 pins, SPP, HT 2.0: DP, MP servers K8 NPT, K10)

Socket F+ (1207 pins, DPP, HT 3.0: DP, MP servers K10.5)

Socket AM2 (940 pins, SPP, HT 2.0: K8 NPT UP serv., K8 NPT, Brisbane DTs)             

Socket AM2+ (940 pins, DPP: K10 UP servers, K10 desktops,

first K10.5 Shanghai desktops) 
Socket S1g1 (638 pins, K8 NPT, Brisbane mobiles)

Socket S1g2 (638 pins, Fam. 11h mobiles)

Socket S1g3 (638 pins, K10.5 (Shanghai)(Caspian die) mobiles)

Socket ASB1 (812 balls BGA, Fam. 11h (Huron, Conesus dies)  UPT mobiles)

Socket ASB2 (812 balls BGA, K10.5 (Shanghai) (Geneva die), UPT mobiles)

K10.5

Fam. 11h

Sockets of AMD’s x86-64 processors
[based on 42]

2013 2014

K8

90 nm
1C

„Athens”

90 nm
2C

„Egypt”

90 nm
2C NPT

„Santa Rosa”

65 nm
4C

„Barcelona”

45 nm
4C, S

„Shanghai”

45 nm
6C, S

„Istambul”

65 nm
4C

„Brisbana”

65 nm
2C

„Griffin”

K8

2st Generation Platform

SPP: Single power Plane
DPP: Dual Power planes
HT 2.0: HyperTransport 2.0

HT 3.0:  HyperTransport 3.0

S::     Servers
DT:    Desktop
M:     Mobile
UPT: Ultraportable

130 nm
1C

„SledgeH.”

1st Generation Platform
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K10.5

Supports DDR3

Socket G34 (1944 pins, MP servers K10.5 „Magny-Course”, Fam. 15h)

Socket C32 (1207 pins, DP servers  K10.5 „Magny –Course, Fam. 15h)

Socket AM3 (941 pins, K10.5 Shanghai UP servers, desktops,
except first released desktops, K10.5 Istambul desktops)

Socket AM3+ (942 pins, UP servers Fam. 15h, desktops Fam. 15h)

Socket FM1 (905 balls BGA, desktops, mobiles Fam. 12h)

Socket S1g4 (638 pins, K10.5 mobile)

Socket FT1 (413 balls BGA, desktops, mobiles Fam. 14h)

Socket FT3 (769 balls BGA, desktops, mobiles Fam. 16h)

3st Generation Platform

Fam.  15h

Fam. 12h Fam. 14h

Fam. 15h

Fam. 16h

Fam. 15h

32 nm
2C APU
„Bobcat”

32 nm
4C APU
„Llano”

28 nm
4C APU
„Jaguar”

45nm
2x6C

„Magny-Course”

32 nm
2x8C

„Bulldozer”

32 nm
2x8C/4C APU 
„Piledriver”

28 nm
2x8C

„Steamroller”

45 nm
4C, DT/M

„Shanghai”

45 nm
6C, DT

„Istambul”

Fam. 16h

28 nm
4C APU
„Puma+”
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2. AMD’s 32-bit x86 families (1)

2. AMD’s 32-bit x86 families

AMD’s 32-bit x86 families

K7
family

K5
family

K6
family

(1996) (1997) (1999)



CPU Family Intro. CPU core Brand name
Techn.
(μm)

New key feature
Typ. 

Application

K5 1996 K5 0.5/0.35
2. gen.  superscalar (32-bit),

Pentium competitor
DT

K6 1997 K6 0.35/0.25
2.5 gen.  superscalar, MMX

(NexGen design)
DT/M

K6-2 1998 Chomper K6 0.25 3. gen.  superscalar, 3DNow! DT/M

K6III
K6-2+
K6III+

1999
2000
2000

Sharptooth
na.
na.

K6
0.25
0.18
0.18

On-die L2
PowerNow!1

PowerNow!1

DT/M

1 PowerNow! was introduced in the Mobile K6-2+ and Mobile K-III+ processors in 2000
2 Athlon: Attained performance lead over Intel’s Pentium III

Overview and major innovations in AMD’s K5/K6 families
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Microarchitecture of AMD’s 2. generation superscalar K5 [9]
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Microarchitecture of AMD’s 2.5 generation superscalar K6 (NexGen design) [10]

2. AMD’s 32-bit x86 families (4)
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Microarchitecture of AMD’s 3. generation superscalar K7 (Athlon) [12]

2. AMD’s 32-bit x86 families (5)
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Base arch./ 
stepping

Intro. Core
Brand 
name

Techn.
(μm)

L2 cache FSB ISA PowerNow!
Typ. 
Appl

K7

Mod.1 6/1999 Argon
Athlon

0.25 In-package 
integrated 512 KB

DDR 
FSB

Enh. 
3DNow!

-

DTMod.2 11/2000 Pluto/Orion

0.18

Mod.3

6/2000

Spitfire

Duron

64 KB

On-die
(exclusive)

1/2001
Mobile 
Duron

M

Mod.4 6/2000 Thunderbird Athlon

256 
KB

DT

Mod.6

7/2001

Palomino

Mobile 
Athlon4

3DNow!
Prof./SSE

PowerNow! M

10/2001 Athlon XP

-

DT

4/2001 Athlon MP S

Mod.7

8/2001 Morgan Duron

64 KB

DT

1/2001 Camaro
Mobile 
Duron

PowerNow! M

Mod.8

11/2002
Thoroughbred

Duron

0.13

-

DT

3/2003 Athlon XP

256 
KB

S

8/2003 Applebread Athlon MP

M
4/2002 Thoroughbred

Mobile 
Athlon XP-M

Mod.10

9/2003 Thorton
Athlon XP DT

9/2003

Barton
512 
KB

5/2003 Athlon MP S

3/2003
Mobile 

Athlon XP-M
PowerNow! M

Overview and major innovations in AMD’s K7 (Athlon) families
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Remark

Naming schemes of Intel’s and AMD’s processors

Traditionally, Intel named their processors by a character string, like Pentium, extended with
a number reflecting the clock speed, like an early Pentium 133, meaning a Pentium processor
with 133 Hz clock rate etc.

For a long time Intel’s processors were designed for raw speed, achieved in the first line by using
long pipelines (up to about 30 stages in the 3. core of Pentium 4 termed Prescott.

By contrast, AMD followed a different design philosophy, preferring efficiency (IPC) vs clock speed.

As a consequence, in those times Intel had a more favorable market position than AMD as
costumers looked for high clock speed while buying computers.

In 2001 AMD tried to amend this drawback by introducing the PR (Performance Rating) scheme
into the naming of their processors.

Usually, AMD’s PR figures were interpreted as providing comparable or better performance than 
Intel’s processors with the clock speed given in the PR rating.

E.g. an Athlon XP 1800+ was interpreted as having the same or higher performance than an
Intel Pentium 4 1800 processor, despite the fact that its clock speed was actually only 1.53 GHz 
[11]. 

After Intel met the thermal wall with their Pentium 4 Prescott core in 2004 and clock speeds
became leveled off, Intel abandoned their clock speed based naming scheme and introduced
a new naming scheme along with their Core2 family in 2006. 

AMD employed the PR naming scheme also in their K7 Palomino based server  (Athlon MP) and
mobile (Mobile Athlon4) lines about the end of 2001. 

Also AMD abandoned the PR rating scheme when they introduced their quad-core K10 (Barcelona)
line in 2007.

2. AMD’s 32-bit x86 families (7)



CPU
FSB 

Frequency
Multiplier

Actual Core 

Frequency

Athlon XP 1800+ 133MHz 11.5x 1.53 GHz

Athlon XP 1700+ 133MHz 11.0x 1.47 GHz

Athlon XP 1600+ 133MHz 10.5x 1.40 GHz

Athlon XP 1500+ 133MHz 10.0x 1.33 GHz

Example: AMD’s PR rating figures and related clock frequencies of the Athlon XP line [11]
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3. Migration of 32-bit ISAs and microarchitectures to 64-bit



3. Migration of 32-bit ISAs and microarchitectures to 64-bit (1)

Motivations for increasing the word length of processors and their underlying ISAs

• The demand for using larger data spaces 

In the course of the evolution of computing, applications need larger and larger data spaces,
so their addressing requires more and more address bits.

• The demand for increasing performance

Architectures with a longer word length can process more data per clock cycle, e.g.
as long as 32-bit architectures can perform e.g. two 16-bit operations or a single 32-bit
operation per clock cycle, 64-bit architectures are able to perform four 16-bit operations,
two 32-bit or a single 64-bit operation per cycle.

3. Migration of 32-bit ISAs and microarchitectures to 64-bit

As computing evolves there is a continuous motivation to increase the word length
of processors, as demonstrated in the next Figure.

There are two key motivations for increasing the word length of processors and their underlying
ISAs, as follows:



The word length of x86 processors and their underlying ISA became 32-bit as early as
in 1985 but get stuck at this figure for nearly 20 years.

The evolution of the word length of x86 processors and their underlying ISA 
until the middle of the 1990’s

Year of intro. Processor Data word length Addressing

1978 8086 16-bit 16-bit/20 bit (segmented)

1982 80286 16-bit 16-bit/20 bit (segmented)

1985 80386 32-bit 32-bit

1995 Pentium Pro 32-bit 36-bit

3. Migration of 32-bit ISAs and microarchitectures to 64-bit (2)



In contrast to CISCs, RISC ISAs and processors made the leap to 64-bit already in the first half
of the 90’s

• either while firms enhanced legacy 32-bit RISC ISAs and processors to 64-bit, as shown below

• or when firms developed new superscalar 64-bit RISC processors and underlying ISAs, 
from the scratch, like

DEC (later COMPAC then HP) the Alpha ISA and the related Alpha line of processors.

Migration of 32-bit RISC ISAs to 64-bit

Year of extension RISC ISA

1991 MIPS III

1993 SPARC V9

1995 PowerPC-AS

1996 PA-RISC 2.0

3. Migration of 32-bit ISAs and microarchitectures to 64-bit (3)



Table 3.1: Main features of the system bus

Main features of the system-bus of x86 processors

Multiplexed

Bits 0,1 not implemented (Doubleword aligned)

Bits 0-2 not implemented (Quadword aligned)

2

3

1

4

For error protection

Width of the 8086 8088 80286 80386 80486 Pentium
Pentium Pro 

PII, PIII
P4

address bus (bit) 201 201 24 322 322 323 36 36

data bus (bit) 161 81 16 32 32 64 64+84 64+84

Remark

Wider processors need obviously wider system buses to avoid bottlenecks in data transfers.

The related evolution of the system buses of early x86 processors is given in the next Table.

Referring to the above Table we point out that it was the 32-bit Pentium processor whose
data bus became widened to 64-bit in order to increase its memory bandwidth (as the memory
transfer is carried over the system bus).

The resulting 64-bit data bus width evoked the emergence of 64-bit memory DIMMs. 

3. Migration of 32-bit ISAs and microarchitectures to 64-bit (4)



At the latest when most RISC processors already migrated to 64-bit in the middle of the 1990’s
it became obvious that there is an urgent need to upgrade the 32-bit x86 ISAs and processors
to 64-bit as well.

The demand for upgrading 32-bit x86 ISAs and microarchitectures to 64-bit

Expected key benefits of upgrading to 64-bit are [18]

• The capability to directly address more than 4 GB, since 32-bit addressing limits the direct
addressability of the physical memory to 4 GB.

High performance servers or applications with large databases will benefit from available
larger data spaces.

• The capability to perform twice as much data operations at the same time.

• The possibility to extend the number of available programmable registers, as for 
computer intensive applications the small number of registers available in legacy x86
architectures limits performance.

3. Migration of 32-bit ISAs and microarchitectures to 64-bit (5)



Intel’s and HP’s approach to introduce a 64-bit ISA

• 6/1994 Intel and HP announced that they formed an alliance to develop a new 64-bit ISA
which would become the basis for a line of Intel microprocessors [19]. 

• 10/1997 Intel and HP disclosed main features of the 64-bit IA-64 ISA, revealing that
it is based on the EPIC execution model (renewed and strongly enhanced VLIW model).

Intel and HP also announced that the first IA-64 processor, termed as Merced, is slated
for 1999 [19].

The new IA-64 ISA and the related processor family aimed at workstations and servers
while providing appropriate means to run software written for Intel’s existing 32 bit IA-32
and HP’s PA-RISC processors (whose word length was already extended to 64-bit along with
the PA-RISC 2.0 ISA in 1996 [20].   

• PA-RISC code is automatically converted to the native IA-64 code by a dynamic
object code translator [21].

• The compatibility with the existing x86 code base was implemented by an additional
x32 decoding unit and shared resources [22], as shown below.

Chosen techniques to run the existing PA-RISC and x86 (32-bit) code bases on IA-64 processors:

3. Migration of 32-bit ISAs and microarchitectures to 64-bit (6)



Block diagram of the first Intel Itanium processor [23]

3. Migration of 32-bit ISAs and microarchitectures to 64-bit (7)



• 5/1999 Intel and HP revealed the IA-64 ISA [24]. 

• In 1999 Intel named their new IA64 processor line as the Itanium line and its first processor 
Merced.

• Merced was scheduled to appear in 1999, but its launch was delayed about two years until
6/2001.

Intel’s milestones in introducing the IA64 ISA and the related Itanium line-1

3. Migration of 32-bit ISAs and microarchitectures to 64-bit (8)



Market reactions to Intel’s IA-64 based processor implementation

Remark

Intel announced the official name of the processor, Itanium, on October 4, 1999. [29]

• At its delayed introduction in 5/2001 Merced showed considerable lower performance than
expected.

• Due to this and due to the fact that the IA64 ISA means a radical departure from the x86
software environment the Itanium line gained a much slower and lower market penetration
than expected [29], as shown below.

3. Migration of 32-bit ISAs and microarchitectures to 64-bit (9)



Itanium’s sales forecasts and actual sales figures [29]

3. Migration of 32-bit ISAs and microarchitectures to 64-bit (10)
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• 10/1999 AMD disclosed their plan

• to make a compatible extension of the x86 ISA, designated as the x86-64 ISA

• to implement it as their eights generation (K8) processor family, code named as
Sledgehammer and

• to use the serial two byte wide Lighting Data Transport bus (renamed in 2001 to  
HyperTransport bus) as a chip-to-chip interconnect bus to provide enough 
I/O bandwidth.

• 8/2000 Release of the x86-64 architecture specification to encourage the software community
to begin incorporating x86-64™ technology into operating systems, applications,
drivers and development tools [25] .

AMD’s milestones in introducing the x86-64 ISA and related processor lines-1

3. Migration of 32-bit ISAs and microarchitectures to 64-bit (11)



AMD’s competing approach to introduce 64-bit computing

AMD’s goal was clearly formulated at revealing the x86-64 ISA specification in 8/2000 [25]:

• "Ultimately this technology is designed to help preserve the enterprise community's
enormous financial investment in 32-bit operating systems, applications, development  
tools and support infrastructure while providing a seamless path to deploy future 64-bit
technology."

• "Perhaps the most noteworthy feature of AMD's approach to 64-bit computing is
that it is an extension to the 32-bit environment prevailing in the industry today
rather than a radical departure." 

3. Migration of 32-bit ISAs and microarchitectures to 64-bit (12)



The programmer’s model of the available register set in the x86-64 ISA [28]

3. Migration of 32-bit ISAs and microarchitectures to 64-bit (13)



After AMD disclosed their plan to migrate to 64-bit computing on a smooth evolutionary path
unlike Intel’s revolutionary approach, Intel recognized that they have to react to it by a plan B
for the case when the Itanium project should fail [31].

Intel’s reaction to AMD’s disclosure to develop a smooth migration from x86
to x86-64 computing-1

• either to define from the scratch on a new x86-64 ISA, preannounce it and convince
Microsoft and the rest of the software industry to develop a related new operating system 
and a full set of software tools, like compilers, debuggers and the like, 

• or to accept AMD’s x86-ISA and utilize subsequently the whole software environment to be
developed for it. 

Intel had two options:

Intel chose the second option as plan B, as described in more details in [31] and is cited below.

3. Migration of 32-bit ISAs and microarchitectures to 64-bit (14)



Intel’s reaction to AMD’s disclosure to develop a smooth migration from x86 to
x86-64 computing-2

„

„

„
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Intel’s reaction to AMD’s disclosure to develop a smooth migration from x86 to
x86-64 computing-3

As reported by various sources about 4/2002, top Microsoft decision makers viewed the 
x86-64 ISA as the clearly superior solution over IA64 [132].

Accordingly, Microsoft has pressured Intel into supporting AMD’s x86-64 ISA else allegedly they
may drop supporting Intel’s IA64 ISA [18]. 

Microsoft’s role in Intel’s decision not to develop a competing x86-64 ISA

3. Migration of 32-bit ISAs and microarchitectures to 64-bit (16)



• 10/2001 Announcing the planned   “Hammer” architecture, renamed later (in 2004) to
Direct Connect Architecture again at the Microprocessor Forum in form of a detailed 
presentation [26]. 

• 4/2002 AMD announces Microsoft support for their x86-64 lines [27].

• 4/2002 Disclosure of the Opteron designation for the x86-64 server line.

• 4/2003 First shipment of K8 processors.

Both the introduced server and desktop processors were superior to Intel’s existing 
Pentium 4 based processors [123].

AMD’s milestones in introducing the x86-64 ISA and related processor lines-2
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• As the B plan, Intel started silently to develop an AMD compatible 64-bit enhancement
to be included into their third Pentium 4 core, called the Prescott core about 6/2000 [31]. 

This secretive development effort was named differently first as Yamhill, later Clackamas and
finally EM64T [31].

For years however, Intel officially denied that they do develop an x86-64 extension (see e.g.
[32], [34]), for not to undermine their own 64-bit IA-64 (Itanium) project.

• In 2/2004 then, Intel introduced the third core of their Pentium 4 line (termed as the 
Prescott core) with the x86-64 extension included but not disclosed. 

Intel’s way to develop their x86-64 processors-1

On the other hand, Intel informed already in 1/2002 their key partners about supporting 
AMD’s x86-64 ISA in the upcoming 3. core of the Pentium 4.

The existence of a 64-bit extension was however, obvious for insiders as Prescott had a 
transistor count of 125 million, more than twice as much as their previous Northwood core 
that incorporated only  55 million transistors [33].  

3. Migration of 32-bit ISAs and microarchitectures to 64-bit (18)
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Figure: Intel’ P4 processor family (Implementing the Netburst microarchitecture)

3. Migration of 32-bit ISAs and microarchitectures to 64-bit (19)



Finally, in summer 2004 Intel revealed without much PR their x86-64 extension first in their
server lines and subsequently also in their desktops, designated as the EM64T (Extended 
Memory 64 technology).

Intel’s way to develop their x86-64 processors-2

3. Migration of 32-bit ISAs and microarchitectures to 64-bit (20)
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Figure: Intel’ P4 processor family (Implementing the Netburst microarchitecture)

3. Migration of 32-bit ISAs and microarchitectures to 64-bit (21)



Intel’s transition from x86 (IA-32) to x86-64 (called first as EM64T) [35]

Note

a) EM64T: Extended Memory 64 Technology, a designation that was used only for a few years.

b) The x86-64 transition requires new chipsets, as shown.

3. Migration of 32-bit ISAs and microarchitectures to 64-bit (22)



Remark

A fascinating, very detailed description of the migration from  x86 to x86-64 can be found in [31]

3. Migration of 32-bit ISAs and microarchitectures to 64-bit (23)



The fate of the IA-64 architecture

Due to the rapid evolution of the mainline multicore x86-64 processors the target market 
segment of the IA-64 line, that is large, high performance mission critical servers,
became more and more smaller. 

4/2010 Microsoft and about one year later (3/2011) also Oracle announced that they will
discontinue the support the IA-64 (Itanium) line.

The last supported versions are:

• the Windows Server 2008 R2,

• the SQL Server 2008 R2 database management tool and the

• Visual Studio 2010 developer tools [36]. 

3. Migration of 32-bit ISAs and microarchitectures to 64-bit (24)



4. Overview of AMD’s K8 – K10.5 (Hammer-based) families



4. Overview of AMD’s K8 – K10.5 (Hammer-based) families (1)

Section
5

Section
6

Sections
7-9

AMD’s K8 – K10.5 (Hammer-based) families

K8
family

K10
family

K10.5
family

4. Overview of AMD’s K8 K10.5 (Hammer-based) families

Typical family
designations Hammer Barcelona Shanghai

Istambul
Magny-Course



Overview AMD’s 64-bit K8-based lines [13]

SSE3
Socket 940 

Socket 754/939

4. Overview of AMD’s K8 – K10.5 (Hammer-based) families (2)



Overview of AMD’s K10 and subsequent x86-64 families [14]

Tablet

K10

Hound (K10.5/Stars)

Hound (K10.5/Stars)

Bobcat Fam. 14h

Jaguar Fam. 16h

Fam. 12h

Fam. 15h
Mod. 30h-3Fh

Fam. 15h
Mod. 10h-1Fh

Brazos
(Zacate)

1-2 Cores 1MB
DX11 GPU Core

DDR3

Jaguar Fam. 16h

Fam. 15h
Mod. 00h-0Fh

Fam. 14h

S
te

a
m

r
o
lle

r

28 nm

Family 11h

Brazos
(Desna)

2 Cores 1MB
DX11 GPU Core

DDR3

4. Overview of AMD’s K8 – K10.5 (Hammer-based) families (3)



2003-2007 2007-2008 2008-2011 2009 2009

K8
(Hammer)

K10
(Barcelona)

K10.5
(Shanghai)

K10.5
(Istanbul)

K10.5
(Magny- Course)

4P servers

See Section 4

Barcelona

(834x-836x))

Shanghai

(837x-839x)

Istambul

(8410-8430)

Magny-Course

(6100)

2P servers
Barcelona

(234x-236x)

Shanghai

(237x-239x)

Istambul

(241x-243x)

Lisbon

(4100)

1P servers
Budapest

(135x-136x)

Suzuka

(138x-139x)

High perf.
(~80-120W)

Phenom

X4-X2

Phenom II

X4-X2

Phenom II

X6-X4

Mainstream
(~60-90W)

Athlon  64

Athlon 64 X2
Athlon X2 Athlon II X4-X2

Value
(~40-60W)

Sempron Sempron

High perf.
(~30-40W)

Turion 64 X2 

(TL 6/5)

Turion 64 (ML/MT)

Phenom II

(N/P 9xx-6xx)

Turion II Ultra (M6xx)

Turion II (M/N/P 5xx)

Mainstream
(~20-30W)

Athlon 64 X2

(TK-5x/4x)

Athlon 64

(2xxx+-4xxx+)

Athlon II (M/N/P 3xx)

Sempron (M1xx)

Ultraportable

(~10-20W)

Mobile Sempron 

(2xxx+-4xxx+)

Sempron 2100 

fanless

Turion II Neo (K6xx)

Athlon II Neo (K1xx)

V-series (V1xx)

Embedded

(~10-20W)

Turion II Neo X2

Athlon II Neo X2

Athlon II Neo

Brand names of AMD’s K8 – Family 10.5h (Hammer)-based processor lines
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4. Overview of AMD’s K8 – K10.5 (Hammer-based) families (4)



Base arch./ 
stepping

Intro
4P Server 

family name
Series Techn

Cores
(up to)

L2 
(up to)

L3 
(up to)

Memory
(up to)

HT/ dir.
(up to)

Sock
et

K8

C0/CG 4/2003
Sledge-
hammer

800
130 
nm

1C 1 MB - DDR-333
HT 1.0: 
3.2 GB/s

940

E4/E6 12/2004 Athens 800 90 nm 1C 1 MB - DDR-400
HT 2.0:
4.0 GB/s

940

E1/E6 4/2005 Egypt 800 90 nm 2C 2*1 MB - DDR-400
HT 2.0: 
4.0 GB/s

940

F2/F3 8/2006
Santa Rosa

(NPT)
8200 90 nm 2C 2*1 MB - DDR2-667

HT 2.0: 
4.0 GB/s

F

K10
BA/B1-

B3
8/2007 Barcelona 8300 65 nm 4C 4*1/2 MB 2 MB DDR2-667

HT 2.0:
4.0 GB/s

F

K10.5

C2/C3 11/2008 Shanghai 8300 45 nm 4C 4*1/2 MB 6 MB DDR2-800
HT 2.0/3.0: 

4.0/8.8 
GB/s

F

CE 6/2009 Istambul 8400 45 nm 6C 6*1/2 MB 6 MB DDR2-800
HT 3.0: 
9.6 GB/s

F

D1 3/2010
Magny Course
(2xIstambul)

6100 45 nm 2x6C
12*1/2 

MB
6 MB

DDR3-
1333

HT 3.1:
12.8 GB/s

G34

Fam 15h
Mod. 00h-0Fh

(Bulldozer)
11/2011

Interlagos
(2xOrochi die)

6200 32 nm
2x4 CM
(2x8 C)

2*4*
2 MB/CM

2*
8MB/
4 CM

DDR3-
1600

HT 3.1:
12.8 GB/s

G34

Fam. 15h
Mod. 10h-1Fh
(Piledriver)

11/2012
Abu Dhabi
(2 dies)

6300 32 nm
2x4 CM
(2x8 C)

2*4*
2 MB/CM 

2*
8 MB/
4 CM

DDR3-
1866

HT 3.1
12.8 GB/s

G34

Fam. 17h
Mod. 00h-0Fh 

6/2017
Epyc (2S!!)

(4 dies/proc.)
7000 14 nm

4x(2x4)
(32C)

½ MB/C 2 MB/C
DDR4-
2666

IFIS
75.8 GB/s

SP3

Main features of AMD’s K8 – K10.5-based server lines

.

4. Overview of AMD’s K8 – K10.5 (Hammer-based) families (5)



Base arch./ 
stepping

Intro
High 

perf. DT 
family

Series Techn.
Core 
count

(up to)

L2 
(up to)

L3 
(up
to)

Memory
(up to)

HT/ dir.
(up to)

Socket

K8

CG 9/2003
Claw-

Hammer
Athlon 

64
130 
nm

1 1 MB - DDR-400
HT 2.0:  
4.0 GB/s

754/
939

E4 4/2005
San 

Diego
Athlon 

64
90 nm 1 1 MB - DDR-400

HT 2.0: 
4.0 GB/s

939

E6 5/2005 Toledo
Athlon 
64 X2

90 nm 2 2*1 MB - DDR-400
HT 2.0: 
4.0 GB/s

939

E2/E3 5/2006 Windsor
Athlon 
64 X2

90 nm 2 2*1 MB - DDR2-800
HT 2.0: 
4.0 GB/s

AM2

K10
B2
B3

11/2007
3/2008

Agena
Phenom 

X4
65 nm 4 4*½ MB 2 MB DDR2-1066

HT 3.0: 
8.0 GB/s

AM2+

K10.5

C2
C2/C3

1/2009
2/2009

Deneb
Phenom 

II X4
45 nm 4 4*½MB 6 MB

DDR2-1066
DDR3-1333

HT 3.0: 
8.0 GB/s

AM2+
AM3

E0 4/2010 Thuban
Phenom 

II X6
45 nm 6 6*½MB 6 MB

DDR2-1066
DDR3-1333

HT 3.0: 
8.0 GB/s

AM3

Fam. 11h (Griffin) - - - - - - - - - -

Fam. 12h
(Llano)

6/2011 Llano
Fusion

A8
32 nm 4 4*1 M - DDR3-1866

UMI:
5 GT/s 

FM1

Fam. 14h (Bobcat) - - - - - - - - - -

Fam. 15h
Models 00h-0Fh

(Bulldozer)
10/2011 Zambezi FX-series 32 nm

4 CM
(8 C)

4x2 MB/CM 8 MB DDR3-1866
HT 3.1: 

12.8 
GB/s

AM3+

Fam. 15h
Models 10h-1Fh

(Piledriver)
10/2012 Vishera FX-series 32 nm

4 CM
(8 C)

4*2 MB/CM 8 MB DDR3-1866
HT 3.1: 

12.8 
GB/s

AM3+

No further Fam. 15h 
based lines

- - - - - - - - - -

Main features of AMD’s high-performance K8- K10.5-based desktop lines 

4. Overview of AMD’s K8 – K10.5 (Hammer-based) families (6)



Base arch./ 
stepping

Intro

High perf. 
mobile 
family 
name

Series Techn.
Core 
count

(up to)

L2 
(up to)

L3 Memory
(up to)

HT/ dir.
(up to)

Sock
et

K8

C0, CG 9/2003 Clawhammer
Mobile 
Athlon 

64
130 nm 1 512 KB - DDR-400

HT 1.0:
3.2 GB/s

754

E5 3/2005 Lancaster
Turion 

64
90 nm 1 1 MB - DDR-400

HT 1.0:
3.2 GB/s

754

F2 5/2006 Trinidad
Turion 
64 X2

90 nm 2 2*512 KB - DDR2-667
HT 1.0:
3.2 GB/s

S1

K10 - - - - - - - - - - -

K10.5

DA-C2 9/2009 Caspian
Turion 

II
45 nm 2

2*512 KB/
2*1 MB1 - DDR2-800

HT 3.0: 
7.2 GB/s

S1g3

DA-C3 5/2010 Champlain
Turion 

X4
45 nm 4 4*512 KB - DDR3-1066

HT 3.0: 
7.2 GB/s

S1g4

12*512 KB for Turion II,    2*1 MB for Turion II Ultra

Main features of AMD’s K8 – K 10.5-based high performance mobile lines  

4. Overview of AMD’s K8 – K10.5 (Hammer-based) families (7)



2003-2007 2007-2008 2008-2011 2009 2009

K8
(Hammer)

K10
(Barcelona)

K10.5
(Shanghai)

K10.5
(Istanbul)

K10.5
(Magny- Course)

4P servers

See Section 4

Barcelona

(834x-836x))

Shanghai

(837x-839x)

Istambul

(8410-8430)

Magny-Course

(6100)

2P servers
Barcelona

(234x-236x)

Shanghai

(237x-239x)

Istambul

(241x-243x)

Lisbon

(4100)

1P servers
Budapest

(135x-136x)

Suzuka

(138x-139x)

High perf.
(~80-120W)

Phenom

X4-X2

Phenom II

X4-X2

Phenom II

X6-X4

Mainstream
(~60-90W)

Athlon  64

Athlon 64 X2
Athlon X2 Athlon II X4-X2

Value
(~40-60W)

Sempron Sempron

High perf.
(~30-40W)

Turion 64 X2 

(TL 6/5)

Turion 64 (ML/MT)

Phenom II

(N/P 9xx-6xx)

Turion II Ultra (M6xx)

Turion II (M/N/P 5xx)

Mainstream
(~20-30W)

Athlon 64 X2

(TK-5x/4x)

Athlon 64

(2xxx+-4xxx+)

Athlon II (M/N/P 3xx)

Sempron (M1xx)

Ultraportable

(~10-20W)

Mobile Sempron 

(2xxx+-4xxx+)

Sempron 2100 

fanless

Turion II Neo (K6xx)

Athlon II Neo (K1xx)

V-series (V1xx)

Embedded

(~10-20W)

Turion II Neo X2

Athlon II Neo X2

Athlon II Neo

Brand names of AMD’s K8 – K10.5-based processor lines
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4. Overview of AMD’s K8 – K10.5 (Hammer-based) families (8)



• K10/K10.5/K15 servers: GP racing places

• K8 desktops/mobiles: cities (except the first K8 implementation (ClawHammer)

• K10/K10.5 desktops/mobiles: stars

• Server sockets (platforms): Ferrari facilities and race tracks

• K10 and K14 mobile platforms: rivers

• K10 based high performance desktop platforms: animals 

AMD’s naming conventions in their K8- K14 lines [15]

Remark

Examples for naming of K10-K10.5 servers

65nm Quad-Core: Barcelona [Circut de Cataluña, Spanish GP], 

45nm Quad-Core: Shanghai [Shanghai Guoji Saichechang, Chinese GP]

45nm Sexa-Core: Istanbul [Istanbul Park, Turkish GP]

45nm Quad-Core: Lisbon [Autodromo do Estoril, former Portugese GP]

45nm Octa- to Duodec-Core [8 to 12 cores]: Magny Cours [Circuit de Nevers Magny-Cours,

former French GP]

32nm Sexa- to Octa-Core Single-die [6 to 8 cores]: Valencia [Valencia Street Circuit, 

European GP]
32nm Duodec- to Sedec-Core [12 to 16 cores]: Sao-Paolo or Interlagos

[Autodromo Jose Carlos Pace, Brasil GP]

4. Overview of AMD’s K8 – K10.5 (Hammer-based) families (9)



The reason for choosing car racing related processor designations lies in the connection
of AMD with motor racing, as    

• FIA (Federation Internationale de Automobile) is using an AMD-based supercomputer, and

• AMD has good connections to Ferrari through personal interests of a former top manager
[15].

Remark (cont.)

4. Overview of AMD’s K8 – K10.5 (Hammer-based) families (10)



Evolution of AMD’s x86-64 server lines K8 – Family 10.5 – Key features [16]

130 nm

333

4. Overview of AMD’s K8 – K10.5 (Hammer-based) families (11)



Evolution of AMD’s x86-64 server lines K8 – Family 1.5 – Main features [17]

4. Overview of AMD’s K8 – K10.5 (Hammer-based) families (12)



Base arch./ 
stepping

Intro. Core
Techn.
(nm)

Server family 
name

Cores

New key features

Use
L3 Mem. 

On-die 
MC

HT
ISA 

extension
NX

K8

B3/CG 4/2003

Sledge-
hammer

130 Sledgehammer

1C

-

DDR

+On-die
MC

3xHT 1.0 +SSE2

+NX
-bit

S/DT/M

E4 12/2004

90

Athens

3xHT 2.0
+SSE3

E1/E6 4/2005 Egypt

2CF2/F3 8/2006 Santa Rosa

DDR2

G1/G2 12/2006 65 DT: Brisbane DT

K10 B2/B3 9/2007 Greyhound 65 Barcelona5

4C
6

MB
+SSE4a

S/DT

K10.5

C2/C3 11/2008

Greyhound
+

45

Shanghai
3xHT 3.0

S/DT/M

CE 6/2009 Istambul 6C S/DT

4xHT 3.1

Magny Course
(2xIstambul)

2x6C
2x

6 MB

DDR3

D1 3/2010 S

Fam.
15h

Mod. 0xh 11/2011 Bulldozer

32

Interlagos
(2xOrochi)

2x8C
2x

8 MB

+SSE4.1/4.2,
AES, AVX, 

XOP,
FMA4,CMUL

S/DT

Mod.
1xh

11/2012 Piledriver
Abu Dhabi
(Dual dies)

+FMA3, 
CVT16, BMI, 

TBM
S/DT/M

Fam.
17h

Mod.
0xh

6/2017 Zen 14
DT: Epic

(4 dies)
4x8C

2 MB/
core

DDR4 IFIS na. S/HED

Evolution of main features of AMD’s DP/MP servers K8 – Family 17h

1 x4UMI: 4x PCIe 2.0
2 ISA enh.: +AES, +AVX, +FMA4, +XOP, +PCLMULQDQ

3 PCIe 1.0/2.0

4 3DNow! Prof. dropped

5 The Barcelona die supports already  4xHT 3.0
and DDR3 but Socket F used for DP/MP servers 
restricts supported features to 3xHT 2.0 and DDR2

4. Overview of AMD’s K8 – K10.5 (Hammer-based) families (13)



5. The K8 (Hammer) family

5.1 Overview of the K8 family•

5.2 AMD’s Direct Connect Architecture (DCA) multiprocessor 
concept

•

5.3 The microarchitecture of the K8 (Sledgehammer) core•

5.4 Overview of AMD’s native K8 designs•

5.8 Evolution of the high performance K8-based Athlon 64 and
Athlon 64 X2 desktop lines as reflected by die shots

•

5.5 K8 server lines

5.6 K8 desktop lines

5.7 K8 mobile lines

•

•

•



5.1 Overview of the K8 family



5.1 Overview of the K8 family (1)

• to make a compatible extension of the x86 ISA, designated as the x86-64 ISA

• to implement it as their eights generation (K8) processor family, code named as
Sledgehammer and

• to use the serial two byte wide Lighting Data Transport bus (renamed in 2001 to  
HyperTransport bus) as a chip-to-chip interconnect bus to provide enough 
I/O bandwidth.

• 8/2000 Release of the x86-64 architecture specification (i.e. x86-64 ISA) to encourage
the software community to begin incorporating x86-64™ technology into operating systems,
applications, drivers and development tools [25] .

5.1 Overview of the K8 family

• A few month after introducing their highly successful K7 (Athlon) family in 10/1999
AMD disclosed their plan

(The introductory part is recited from Section 3 to give a more complete account of the
evolution of the K8 family.)

5.1 Milestones of the introduction of AMD’s K8 family-1



AMD’s approach to introduce 64-bit computing

AMD’s goal was clearly formulated at revealing the x86-64 ISA specification in 8/2000 [25]:

• "Ultimately this technology is designed to help preserve the enterprise community's
enormous financial investment in 32-bit operating systems, applications, development  
tools and support infrastructure while providing a seamless path to deploy future 64-bit
technology."

• "Perhaps the most noteworthy feature of AMD's approach to 64-bit computing is that it is
an extension to the 32-bit environment prevailing in the industry today rather than
a radical departure." 

5.1 Overview of the K8 family (2)



The programmer’s model of the available register set in the x86-64 ISA [28]

5.1 Overview of the K8 family (3)



• In 10/2001 AMD reveals details of the planned   “Hammer” multiprocessor architecture, that is
described subsequently.

The Hammer architecture became renamed in 2004 to Direct Connect Architecture [26]. 

• 4/2002 AMD announces Microsoft support for their x86-64 family [27].

• 4/2002 Disclosure of the Opteron designation for the x86-64 server line.

• 4/2003 First shipment of K8 processors (the Sledgehammer line of Opteron servers).

Both the introduced server and subsequent desktop processors were superior to Intel’s
existing Pentium 4 based processors [123].

Milestones of the introduction of AMD’s K8 family-2

5.1 Overview of the K8 family (4)



5.2 AMD’s Direct Connect Architecture (DCA)
multiprocessor  concept



5.2 AMD’s Direct Connect Architecture (DCA) multiprocessor concept (1)

AMD’s Direct Connect Architecture (DCA) concept provides an efficient framework for
multiprocessors and is characterized by

• an Integrated Memory Controller
to eliminate the memory bottleneck

• up to 3 serial HyperTransport links
for chip-to-chip-communication
to eliminate the FSB bottleneck [28].

These links interconnect processors 
in DP (2P) and MP (4P) multiprocessors
as well as processors with the chipset.

5.2 AMD’s Direct Connect Architecture (DCA) multiprocessor concept

Figure: AMD’s Direct Connect Architecture [37]

It is AMD’s multiprocessor architecture concept.
It originates from about 1999 and was designated as the Hammer Architecture until 2004. 



The HyperTransport links 

MP/DP servers UP servers/DTs

Number of HT links provided

3 HT links 1 HT link

There are 2-Byte wide standard serial chip-to-chip interconnect buses (called before 2001
Lighting Data Transport buses) [26].

5.2 AMD’s Direct Connect Architecture (DCA) multiprocessor concept (2)



Use of HT links in MP servers [28]

Two links are used to interconnect processors and a 3. HT link is available to connect I/O.
Note that the DCA implemented only a partial mesh for connecting the processors.

5.2 AMD’s Direct Connect Architecture (DCA) multiprocessor concept (3)



Use of HT links in DP servers [28]

One link is used to interconnect both processors and a two HT links are available to connect I/O

5.2 AMD’s Direct Connect Architecture (DCA) multiprocessor concept (4)



UP servers: 2x4 RDIMMs
DT servers: 2x2 UDIMMs

Typical memory

Use of HT links in UP servers and DTs [28]

The available HT link is used to connect I/O

5.2 AMD’s Direct Connect Architecture (DCA) multiprocessor concept (5)



Remarks

1) When AMD announced the „Hammer” architecture in 2001 and later unveiled the Opteron
and Athlon64 processors in 2003 they did not yet use the term “Direct Connect Architecture”.

This term appearead in the literature about in the beginning of 2004, i.e. roughly one year
after shipping the first x86-64 processors.

5.2 AMD’s Direct Connect Architecture (DCA) multiprocessor concept (6)



Remarks - cont.

2) Intel introduced a similar microarchitecture that provides integrated memory controllers and 
4 serial links, called the Nehalem microarchitecture, in 2008.

3) Also AMD revamped their DCA in two steps;

• first in their K10 based chips AMD implemented already a 4. HT link (in 2007).
Nevertheless, using the 4. link would require to switch to a new socket, but AMD stuck 
to the old one and does not make use of the 4. link in K10-based servers. 

• Subsequently, along with their K10.5 based Magny-Course processor AMD enhanced their
Direct Connect Architecture (DC) to Direct Connect Architecture 2.0 (DC2.0) and
at the same time they also switched to a new socket (Socket G34) that allowed to
use DDR3 memory and utilize all 4 HT links.

5.2 AMD’s Direct Connect Architecture (DCA) multiprocessor concept (7)



5.3 The microarchitecture of the K8 (Sledgehammer) core



5.3 The microarchitecture of the K8 (Sledgehammer) core (1)

• It supports the Direct Connect Architecture multiprocessor concept.

• It is a three-wide 3. gen. superscalar.

5.3 The microarchitecture of the K8 (Sledgehammer) core [38]

//upload.wikimedia.org/wikipedia/commons/3/3b/AMD_A64_Opteron_arch.svg


Die plot of the K8 (Sledgehammer) core [39]

5.3 The microarchitecture of the K8 (Sledgehammer) core (2)



The Integrated Memory Controller of K8-based processors (based on [28])

• Single 144 bit wide DDR memory channel
(128 bit data and 16 bit ECC)

• Ganged memory controller
(DIMMs are used in pairs)

• Up to 4x2 RDIMMs for MP and DP servers

• Up to 2x2 UDIMMs for UP servers and desktops
with dual memory channels

• Up to 2 UDIMMs for desktops with a single
memory channel

5.3 The microarchitecture of the K8 (Sledgehammer) core (3)



Ganged memory controller [40]

Introduced in K10-based lines Used in K8-based lines

5.3 The microarchitecture of the K8 (Sledgehammer) core (4)



Remark

Below we give a more detailed description of the “ganged” memory controller of the K8
microarchitecture.

Implemented ganged DDR memory controller

In MP/DP servers In DTs with Socket 754

(Single memory channel) 
In UP servers and DTs

128-bit mode 64-bit mode128-bit mode 64-bit mode 64-bit mode

• Ganged operation

•Up to 2x4 RDIMMs • Up to 4 RDIMMs

• Ganged operation

•Up to 2x4 UDIMMs • Up to 4 UDIMMs

• Up to 4 RDIMMs

• Up to 3 UDIMMs

Supports RDIMMs with ECC Supports UDIMMs with ECC Supports UDIMMs with ECC (opt.)

5.3 The microarchitecture of the K8 (Sledgehammer) core (5)



5.4 Overview of AMD’s native K8 designs



5.4 Overview of AMD’s native K8 designs (1)

AMD’s native K8 designs

130 nm
technology

65 nm technology90 nm
technology

Single core
designs

0Fh NPT
Dual core designs

5.4 Overview of AMD’s native K8 designs

Dual core
designs

Dual core
designs

Steppings B3/C0/CG D4/E4 E4/E6 F2/F3 G1/G2

Sledgehammer

lines

Athens
lines

Egypt
lines

Santa Rosa
lines

Brisbane
lines

Termed
as



Overview AMD’s 64-bit K8-based server and desktop lines (130-90 nm) [13]

SSE3
Socket 940 

Socket 754/939

rewiew

5.4 Overview of AMD’s native K8 designs (2)



Overview of AMD’s 65 nm K8 Brisbane lines [14]

Tablet

K10

Hound (K10.5/Stars)

Hound (K10.5/Stars)

Bobcat Fam. 14h

Jaguar Fam. 16h

Fam. 12h

Fam. 15h
Mod. 30h-3Fh

Fam. 15h
Mod. 10h-1Fh

Brazos
(Zacate)

1-2 Cores 1MB
DX11 GPU Core

DDR3

Jaguar Fam. 16h

Fam. 15h
Mod. 00h-0Fh

Fam. 14h

S
te

a
m

r
o
lle

r

28 nm

Family 11h

Brazos
(Desna)

2 Cores 1MB
DX11 GPU Core

DDR3

5.4 Overview of AMD’s native K8 designs (3)



Base arch./ 
stepping

Intro. Core
Techn.
(nm)

Server family 
name

Cores

New key features

Use
L3 Mem. 

On-die 
MC

HT
ISA 

extension
NX

K8

B3/CG 4/2003

Sledge-
hammer

130 Sledgehammer

1C

-

DDR

+On-die
MC

3xHT 1.0 +SSE2

+NX
-bit

S/DT/M

E4 12/2004

90

Athens

3xHT 2.0 +SSE3

E1/E6 4/2005 Egypt

2CF2/F3 8/2006 Santa Rosa

DDR2

G1/G2 12/2006 65 DT: Brisbane DT

K10 B2/B3 9/2007 Greyhound 65 Barcelona5

4C
6

MB
+SSE4a

S/DT

K10.5

C2/C3 11/2008

Greyhound
+

45

Shanghai
3xHT 3.0

S/DT/M

CE 6/2009 Istambul 6C S/DT

4xHT 3.1

Magny Course
(2xIstambul)

2x6C
2x

6 MB

DDR3

D1 3/2010 S

Fam.
15h

Mod. 0xh 11/2011 Bulldozer

32

Interlagos
(2xOrochi)

2x8C
2x

8 MB

+SSE4.1/4.2,
AES, AVX, 

XOP,
FMA4,CMUL

S/DT

Mod.
1xh

11/2012 Piledriver
Abu Dhabi
(Dual dies)

+FMA3, 
CVT16, BMI, 

TBM
S/DT/M

Fam.
17h

Mod.
0xh

6/2017 Zen 14
DT: Epic

(4 dies)
4x8C

2 MB/
core

DDR4 IFIS na. S/HED

Evolution of main features of AMD’s K8 –based DP/MP servers

1 x4UMI: 4x PCIe 2.0

2 ISA enh.: +AES, +AVX, +FMA4,
+XOP, +PCLMULQDQ

3 PCIe 1.0/2.0
4 3DNow! Prof. dropped

5 The Barcelona die supports already  4xHT 3.0
and DDR3 but Socket F used for DP/MP servers 
restricts supported features to 3xHT 2.0 and DDR2

5.4 Overview of AMD’s native K8 designs (4)



AMD’s K8 family

K8 mobile
lines

K8 server
lines

K8 desktop
lines

AMD’s K8 family

5.4 Overview of AMD’s native K8 designs (5)



5.5 K8 server lines



5.5 K8 server lines (1)

AMD’s K8 server designs

130 nm
technology

65 nm technology90 nm
technology

Single core
designs

0Fh NPT
Dual core designs

5.5 K8 server lines
Overview of AMD’s K8 server designs

Sledgehammer

Sledgehammer

Athens

Troy

Venus

Dual core
designs

Egypt

Italy

Denmark

Santa Rosa

Santa Rosa

Santa Ana

MP

DP

UP

No server
designs

Steppings B3/C0/CG D4/E4 E4/E6 F2/F3

Sledgehammer

lines

Athens
lines

Egypt
lines

Santa Rosa
lines

Brisbane
lines



Overview AMD’s K8 server lines [13]

SSE3
Socket 940 

Socket 754/939

5.5 K8 server lines (2)



Overview of AMD’s K8 native K8 server cores (Data are based on [133])

2003 2004 2005 2006 2007

Native 2C MP
L2: 2*1 MB

Sledgehammer
193 mm2, 105.9 mtrs

B3/C0,CG, 940

Athens
115 mm2, 114 mtrs
D4/E4, +SSE3, 940

Egypt
199 mm2, 233 mtrs

E1/E6, 940

Santa Rosa
219 mm2, 243 mtrs
F2/F3, +AMD-V, SF

6/03 12/04

4/05 8/06

Santa Rosa
219 mm2, 243 mtrs
F2/F3, +AMD-V, SF

5/06

D
P

Sledgehammer
193 mm2, 105.9 mtrs

C0/CG, 940

4/03 12/04

M
P

U
P

Troy
115 mm2, 114 mtrs

D4/EE, 940

Italy
199 mm2, 233 mtrs

E6, 940

Native 1C MP
L2: 1 MB

Native 2C
L2: 2*1 MB

5/05

Native 1C
L2: 1 MB

Native 2C
L2: 2*1MB

Native 1C
L2: 1MB

Main
features

Sledgehammer
193 mm2, 105.9 mtrs

B3/CG, 940

6/03

08/05

Denmark
115 mm2, 114 mtrs

E6, 939

08/05

Venus
115 mm2, 114 mtrs

E4/E6, 939

Santa Ana
219 mm2, 243 mtrs

F2/F3, +AMD-V, AM2

8/06

Sledgehammer line
130 nm

DDR-4001, HT 1.02

Athens line
90 nm +SSE3

DDR-400, HT 1.0

Santa Rosa line
90 nm  (NPT) +AMD-V

DDR-6672, HT 1.0
AMD-V, 2C

Brisbane line
65 nm

DDR2-6674, HT 2.0
2C

Egypt line
90 nm +SSE3

DDR-400, HT 1.0
2C

5.5 K8 server lines (3)



Sockets of K8 server processors
[based on 42]

5.5 K8 server lines (4)

2003 2004 2005 2006 2007 2008 2009 2010 2011 2012

K8
K8

K8 (NPT) K10 K10.5

K10.5

Supports DDR

Socket 940 (130nm K8 UP/DP/MP servers, 90 nm K8 SC and  90 nm K8 DC (Egypt) DP/MP servers)

Socket 939 (90nm K8 SC and 90 nm K8 DC (Egypt) UP servers, K8 desktops with 128-bit mem. channel
up to the 90 nm DC (Egypt) lines)

Socket 754 (K8 desktops, mobiles with 64-bit mem. channel up to the 90 nm SC (Athens) line)

Supports DDR2 

Socket F (1207 pins, SPP, HT 2.0: DP, MP servers K8 NPT, K10)

Socket F+ (1207 pins, DPP, HT 3.0: DP, MP servers K10.5)

Socket AM2 (940 pins, SPP, HT 2.0: K8 NPT UP serv., K8 NPT, Brisbane DTs)             

Socket AM2+ (940 pins, DPP: K10 UP servers, K10 desktops,

first K10.5 Shanghai desktops) 
Socket S1g1 (638 pins, K8 NPT, Brisbane mobiles)

Socket S1g2 (638 pins, Fam. 11h mobiles)

Socket S1g3 (638 pins, K10.5 Shanghai (Caspian die) mobiles)

Socket ASB1 (812 balls BGA, Fam. 11h (Huron, Conesus dies)  UPT mobiles)

Socket ASB2 (812 balls BGA, K10.5 (Shanghai) (Geneva die), UPT mobiles)

Supports DDR3

Socket G34 (1944 pins, MP servers K10.5 „Magny-Course”, Fam. 15h)

Socket C32 (1207 pins, DP servers  K10.5 „Magny –Course, Fam. 15h)

Socket AM3 (941 pins, K10.5 Shanghai UP servers, desktops,
except first released desktops, K10.5 Istambul desktops)

Socket AM3+ (942 pins, UP servers Fam. 15h, desktops Fam. 15h)

Socket FM1 (905 balls BGA, desktops, mobiles Fam. 12h)

Socket S1g4 (638 pins, K10.5 mobile)

Socket FT1 (413 balls BGA, desktops, mobiles Fam. 14h)

Socket FT3 (769 balls BGA, desktops, mobiles Fam. 16h)

K10.5

Fam. 11h

2013

3st Generation Platform

Fam.  15h

Fam. 12h Fam. 14h

Fam. 15h

2014

Fam. 16h

Fam. 15h

K8

90 nm
1C

„Athens”

90 nm
2C

„Egypt”

90 nm
2C NPT

„Santa Rosa”

65 nm
4C

„Barcelona”

45 nm
4C, S

„Shanghai”

45 nm
6C, S

„Istambul”

65 nm
4C

„Brisbana”

65 nm
2C

„Griffin”

32 nm
2C APU
„Bobcat”

32 nm
4C APU
„Llano”

28 nm
4C APU
„Jaguar”

45nm
2x6C

„Magny-Course”

32 nm
2x8C

„Bulldozer”

32 nm
2x8C/4C APU 
„Piledriver”

28 nm
2x8C

„Steamroller”

K8

2st Generation Platform

SPP: Single power Plane
DPP: Dual Power planes
HT 2.0: HyperTransport 2.0

HT 3.0:  HyperTransport 3.0

45 nm
4C, DT/M

„Shanghai”

45 nm
6C, DT

„Istambul”

S::     Servers
DT:    Desktop
M:     Mobile
UPT: Ultraportable

130 nm
1C

„SledgeH.”

1st Generation Platform

Fam. 16h

28 nm
4C APU
„Puma+”



Base arch./ 
stepping

Intro
4P Server 

family name
Series Techn

Cores
(up to)

L2 
(up to)

L3 
(up to)

Memory
(up to)

HT/ dir.
(up to)

Sock
et

K8

C0/CG 4/2003
Sledge-
hammer

800
130 
nm

1C 1 MB - DDR-333
HT 1.0: 
3.2 GB/s

940

E4/E6 12/2004 Athens 800 90 nm 1C 1 MB - DDR-400
HT 2.0:
4.0 GB/s

940

E1/E6 4/2005 Egypt 800 90 nm 2C 2*1 MB - DDR-400
HT 2.0: 
4.0 GB/s

940

F2/F3 8/2006
Santa Rosa

(NPT)
8200 90 nm 2C 2*1 MB - DDR2-667

HT 2.0: 
4.0 GB/s

F

K10
BA/B1-

B3
8/2007 Barcelona 8300 65 nm 4C 4*1/2 MB 2 MB DDR2-667

HT 2.0:
4.0 GB/s

F

K10.5

C2/C3 11/2008 Shanghai 8300 45 nm 4C 4*1/2 MB 6 MB DDR2-800
HT 2.0/3.0: 

4.0/8.8 
GB/s

F

CE 6/2009 Istambul 8400 45 nm 6C 6*1/2 MB 6 MB DDR2-800
HT 3.0: 
9.6 GB/s

F

D1 3/2010
Magny Course
(2xIstambul)

6100 45 nm 2x6C
12*1/2 

MB
6 MB

DDR3-
1333

HT 3.1:
12.8 GB/s

G34

Fam 15h
Mod. 00h-0Fh

(Bulldozer)
11/2011

Interlagos
(2xOrochi die)

6200 32 nm
2x4 CM
(2x8 C)

2*4*
2 MB/CM

2*
8MB/
4 CM

DDR3-
1600

HT 3.1:
12.8 GB/s

G34

Fam. 15h
Mod. 10h-1Fh
(Piledriver)

11/2012
Abu Dhabi
(2 dies)

6300 32 nm
2x4 CM
(2x8 C)

2*4*
2 MB/CM 

2*
8 MB/
4 CM

DDR3-
1866

HT 3.1
12.8 GB/s

G34

Fam. 17h
Mod. 00h-0Fh 

6/2017
Epyc (2S!!)

(4 dies/proc.)
7000 14 nm

4x(2x4)
(32C)

½ MB/C 2 MB/C
DDR4-
2666

IFIS
75.8 GB/s

SP3

Main features of AMD’s K8-based server lines

.

5.5 K8 server lines (5)



Transistors

HT

fc

Opteron

Sledgehammer

Sledgehammer

Sledgehammer

800 MHz

1.8 - 1.4 GHz

Technology 130 nm

NX

Vcc 1.55 V

NX

105.9 mtrs

MP models 844 - 840

L3

Memory (reg.)

TDP

PM

DDR-333 144 bit

84.7 W

Socket 940

4/03 (DP); 6/03 (UP/MP)

DP models

Revision B3

244 - 240

No of cores 1

Based on K8

C-states

Virt. techn.

fc

UP models 144 - 140

fc

L2 1 M

1.8 - 1.4 GHz

1.8 - 1.4 GHz

C1, C2, C3

DP

UP

MP

HW Clock throttling
S1, S3-S5

CIE
S-states

HW throttling

Opteron

Sledgehammer

Sledgehammer

Sledgehammer

800 MHz

2.0 - 1.4 GHz

130 nm

1.50 V

NX

105.9 mtrs

846 - 840

DDR-333 144 bit

82.1-89.0 W

940

9/03

C0

246 - 240

1

K8

146 - 140

1 M

2.0 - 1.4 GHz

2.0 - 1.4 GHz

Opteron

Sledgehammer

Sledgehammer

Sledgehammer

800 MHz

2.2 GHz

130 nm

1.50 V

NX

105.9 mtrs

848

DDR-400 144 bit

89.0 W

11/03

C0

248

1

K8

148

1 M

2.2 GHz

2.2 GHz

Opteron

Sledgehammer

Sledgehammer

Sledgehammer

800 MHz

2.4 - 1.4 GHz

130 nm

1.50 V

NX

105.9 mtrs

850 - 840

DDR-400 144 bit

82.1-89.0 W

5/04

CG

250 - 240

1

K8

150 - 140

1 M

2.4 - 1.4 GHz

2.4 - 1.4 GHz

940 940

Main features of AMD’s 130 nm SC K8-based Opteron lines (without HE/SE/EE lines)
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Transistors

HT

fc

Opteron

Athens

Troy

Venus

1000 MHz

2.8 GHz

Technology 90 nm

NX

Vcc

114 mtrs

MP models 854

L3

Memory (reg.)

TDP

PM

DDR-400 144 bit

92.6 W

PowerNow!

Socket 940 940

8/05

DP models

Revision E4

254

NX

No of cores 1

Based on K8

C-states

Virt. techn.

1.4 / 1.35 V

fc

UP models 154

fc

L2 1 M

2.8 GHz

2.8 GHz

C1, C2, C3

DP

UP

MP

HW Clock throttling
S1, S3-S5

CIE
S-states

HW throttling

Opteron

Athens

Troy

Venus

1000 MHz

2.6 GHz

90 nm

114 mtrs

856

DDR-400 144 bit

104 W

PowerNow!

940

4/06

E4

256

NX

1

K8

1.4 / 1.35 V

156

1 M

3.0 GHz

3.0 GHz

940

Opteron

Athens

Troy

Venus

1000 MHz

2.4- 1.6 GHz

90 nm

114 mtrs

850 - 842

DDR-400 144 bit

85.3 W

-

12/04

E4

250 - 242

NX

1

K8

1.40/1.35 V

150 - 142

1 M

2.4- 1.6 GHz

2.4- 1.6 GHz

Opteron

Athens

Troy

Venus

1000 MHz

2.6 GHz

90 nm

114 mtrs

852

DDR-400 144 bit

92.6 W

PowerNow!

2/05

E4

252

NX

1

K8

1.4 / 1.35 V

152

1 M

2.6 GHz

2.6 GHz

Main features of AMD’s 90 nm SC K8-based Opteron lines (without HE/SE/EE lines)
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AMD’s power management techniques K8 – Family 15h (Bulldozer) (based on [53]) 

AMD PowerNow Technology

First in single-core x52 Opterons

(Rev. E 2/2005)

TDP Power Cap

Module C6 state

Module power gating

Ultra low-voltage DDR3

Advanced Platform Management Link

160 W

150 W

140 W

130 W

120 W

110 W

90 W

100 W

80 W

70 W

60 W

50 W

40 W

30 W

20 W

10 W

0 W

160

150

140

130

120

110

90

100

80

70

60

50

40

30

20

10

0

2003
Single-Core

AMD Opteron
Processor

Rev. B

2004
Single-Core

AMD Opteron
Processor

Rev. E

2005
Dual-Core

AMD Opteron
Processor

Rev. E

2006
Dual-Core

AMD Opteron
Processor

Rev. F

2007
Quad-Core

AMD Opteron
Processor
Codename
„Barcelona”

2009
Six-Core

AMD Opteron
Processor
Codename
„Istanbul”

2010
12-Core

AMD Opteron
Processor
Codename

„Magny Cours”

2011
16-Core

AMD Opteron
Processor
Codename
„Interlagos”

Integer Performance
Floating Point Performance
per-socket TDP
per-core TDP

AMD CoolCoreTM Technology

Dual Dynamic Power Management

Independent Dynamic Core Engagement

Advanced Platform

Management Link

AMD CoolSpeed Technology

C1E power-state

DDR3 LV Memory

AMD Smart Fetch Technology

AMD PowerCap Manager

AMD CoolCoreTM Technology on L3

2008
Quad-Core

AMD Opteron
Processor
Codename
„Shanghai”

5.5 K8 server lines (8)



Transistors

HT

fc

Opteron

Egypt

Italy

1000 MHz

Technology 90 nm

NX

Vcc 1.35 / 1.3 V

NX

233 mtrs

MP models

L3

Memory (reg.)

TDP

PM

DDR-400 144 bit

95 / 110 W

PowerNow!

Socket DP/MP: 940

2/07

DP models

Revision E6

290

No of cores 2

Based on K8

C-states

Virt. techn.

fc

UP models

890

fc

L2 2*1 M

2.8 GHz

2.8 GHz

C1, C2, C3

DP

UP

MP

HW Clock throttling
S1, S3-S5

CIE
S-states

HW throttling

Opteron

Egypt

Italy

Denmark

1000 MHz

2.6 GHz

90 nm

1.35 / 1.3 V

NX

233 mtrs

885

DDR-400 144 bit

95 / 110 W

PowerNow!

UP: 939, DP/MP: 940

3/06

E6

285

2

K8

185

2*1 M

2.6 GHz

2.6 GHz

Opteron

Egypt

Italy

Denmark

1000 MHz

2.4 - 1.8 GHz

90 nm

1.35 / 1.3 V

NX

233 mtrs

880 - 865

DDR-400 144 bit

95 / 110 W

PowerNow!

UP: 939, DP/MP: 940

5/05- 9/05

E6

280 - 265

2

K8

180 - 165

2*1 M

2.4 - 1.8 GHz

2.4 - 1.8 GHz

Opteron

Egypt

1000 MHz

90 nm

1.35 / 1.3 V

NX

233 mtrs

DDR-400 144 bit

95 W

PowerNow!

940

4/05

E1

2

K8

875 /870/ 865

2*1 M

2.2 / 2.0/1.8 GHz

Main features of AMD’s 90 nm DC K8-based Opteron lines (without HE/SE/EE lines)
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Main features of AMD’s 90 nm DC K8-based (NPT) Opteron lines (without HE/SE/EE lines)

5.5 K8 server lines (10)

Transistors

HT

fc

Opteron

Santa Rosa

Santa Rosa

Santa Ana

1000 MHz

3.0 GHz

Technology 90 nm

NX

Vcc

114 mtrs

UP models 1222

L3

Memory (reg.)

TDP

PM

95 / 103 W

PowerNow!

Socket UP: AM2, DP/MP: F UP: AM2, DP/MP: F

8/07

DP models

Revision F3

2222

NX

No of cores 2

Based on K8

C-states

Virt. techn.

1.35 / 1.3 V

fc

MP models 8222

fc

L2 2*1 M

3.0 GHz

3.0 GHz

C1, C2, C3

DP

UP

MP

HW Clock throttling

S1, S3-S5

CIE

S-states

HW throttling

UP: AM2, DP/MP: F

Opteron

Santa Rosa

Santa Rosa

Santa Ana

1000 MHz

2.6- 1.8 GHz

90 nm

114 mtrs

1218 - 1210

UP: DDR2-800 144 bit

DP/MP: DDR2-677 144 bit

95 / 103 W

8/06

F2/F3

2218 - 2210

NX

2

K8

1.35/1.3 V

8218 - 8212

2*1 M

2.6- 1.8 GHz

2.6- 2.0 GHz

Opteron

Santa Rosa

Santa Rosa

Santa Ana

1000 MHz

2.8 GHz

90 nm

114 mtrs

1220

95 / 103 W

PowerNow!

2/07

F3

2220

NX

2

K8

1.35 / 1.3 V

8220

2*1 M

2.8 GHz

2.8 GHz

UP: DDR2-800 144 bit

DP/MP: DDR2-677 144 bit

UP: DDR2-800 144 bit

DP/MP: DDR2-677 144 bit

PowerNow!

AMD-VAMD-V AMD-V



CPU0

1MB 
L2 Cache

CPU1

System Request Interface

Crossbar Switch

Memory
Controller HT

1MB 
L2 Cache

CPU0

1MB 
L2 Cache

CPU1

System Request Interface

Crossbar Switch

Memory
Controller 0 1 2

1MB 
L2 Cache

HyperTransport™

UP: Opteron 100/1000 DP: Opteron 200/2000,  MP: 800/8000

2 x 72 bit 2 x 72 bit 800/8000: 3 coherent links
200/2000: 1 coherent link

Example: Basic architecture of dual core Opteron processors [41]
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5.6 K8 desktop lines (1)

AMD’s K8 desktop lines

Athlon 64 X2 lines Sempron linesAthlon 64 lines

DC lines SC linesDesigns with
L2 = 2x1 MB

Designs with
L2 = 2x512 KB

Designs with
L2 =1 MB

Designs with
L2 = 512 KB

No native designs.

Processor designs are
the same as the 

2x512 KB  L2 Athlon 64 X2

and 512 Kb L2 Athlon 64

designs
and are partly disabled.

Remark

The subsequent overview of AMD’s K8-based native desktop lines does not reflect
models with disabled functionality.

5.6 K8 desktop lines

Overview of AMD’s K8 desktop lines



Overview of AMD’s K8-based desktop lines (except the Brisbane line) [13]

SSE3
Socket 940 

Socket 754/939

5.6 K8 desktop lines (2)



Overview of AMD’s K8 desktop lines – the Brisbane line [14]

Tablet

K10

Hound (K10.5/Stars)

Hound (K10.5/Stars)

Bobcat Fam. 14h

Jaguar Fam. 16h

Fam. 12h

Fam. 15h
Mod. 30h-3Fh

Fam. 15h
Mod. 10h-1Fh

Brazos
(Zacate)

1-2 Cores 1MB
DX11 GPU Core

DDR3

Jaguar Fam. 16h

Fam. 15h
Mod. 00h-0Fh

Fam. 14h

S
te

a
m

r
o
lle

r

28 nm

Family 11h

Brazos
(Desna)

2 Cores 1MB
DX11 GPU Core

DDR3

5.6 K8 desktop lines (3)



Overview of AMD’s native K8 desktop cores (Data based on [134])

2003 2004 2005 2006 2007

Native 2C MP
L2: 2*1 MB

SledgeHammer
193 mm2, 105.9 mtrs

B3/C0/CG, 940

Athens
115 mm2, 114 mtrs
D4/E4, +SSE3, 940

Egypt
199 mm2, 233 mtrs

E1/E6, 940

Santa Rosa
219 mm2, 243 mtrs

F2/F3, +AMD-V

9/03 12/04

4/05 8/06

5/05

Windsor
219 mm2, 243 mtrs

F2/F3, +AMD-V, AM2

5/06

Brisbane
G1: 126 mm2, 154 mtrs
G2: 118 mm2, 221 mtrs 

G1/G2, AM2

12/06

Clawhammer
193 mm2, 105.9 mtrs

C0/CG, 754

Newcastle
144 mm2, 68.5 mtrs

CG, 754/939

9/03

12/03 4/05

5/05

Orleans
103 mm2, 81.1 mtrs
F2, +AMD-V, AM2

5/06

Lima
77.2 mm2, 122 mtrs

G1/G2, AM2

2/07

Paris
(Parts of L2 disabled)

CG, In some models no x86-64, 754

Manila
(Parts of L2 disabled, No AMD-V)

F2, AM2

Sparta
(No AMD-V)
G1/G2, AM2

7/04 5/06 8/07

Brisbane
(Parts of L2 disabled)

G1/G2, AM2

3/08

3/07

San Diego
115 mm2, 114 mtrs

E4, +SSE3, 939

Orleans
144 mm2, 164 mtrs
F3, +AMDV, AM2

Palermo6

(Parts of L2 disabled, No SSE3)
D0, 754/939

8/04

Venice
84 mm2, 68.5 mtrs

E3/E6, +SSE3, 754/939

Manchester
147 mm2, 154 mtrs

E4, 939

Toledo
199 mm2, 233 mtrs

E6, 939

Native 1C MP
L2: 1 MB

Native 2C
L2: 2*1 MB

Native 2C
L2: 2*512 KB

5/05

Native 1C
L2: 1 MB

Native 1C
L2: 512 KB

Partly disabled
not native 
designs 1C

Sledgehammer line
130 nm

DDR-4001, HT 1.02

1C

Athens line
90 nm +SSE3

DDR-400, HT 1.0
1C

Santa Rosa line
90 nm  (NPT) +AMD-V

DDR2-6672, HT 1.0
AMD-V, 2C

Brisbane line
65 nm

DDR2-6674, HT 2.0
2C

2 : G1: 219 mm2, 243 mtrs; G2: 118 mm2, 221 mtrs
1 : The Sledgehammer (DT) became member of the Athlon 64 FX line 

Subsequent members of the Athlon FX line are the same processors 
as the highest frequency Athlon 64/Athlon 64 FX lines

Shrink

Shrink

Main
features

Egypt line
90 nm +SSE3

DDR-400, HT 1.0
2C

O
p

te
r
o

n
 M

P
A

th
lo

n
6

4
 X

2
A

th
lo

n
6

4
S

e
m

p
r
o

n

Partly disabled
not native 
designs 2C
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5.6 K8 desktop lines (5)

Sockets of K8 desktop processors
[based on 42]

2003 2004 2005 2006 2007 2008 2009 2010 2011 2012

K8
K8

K10 K10.5

K10.5

Supports DDR

Socket 940 (130nm K8 UP/DP/MP servers, 90 nm K8 SC and  90 nm K8 DC (Egypt) DP/MP servers)

Socket 939 (90nm K8 SC and 90 nm K8 DC (Egypt) UP servers, K8 desktops with 128-bit mem. channel
up to the 90 nm DC (Egypt) lines)

Socket 754 (K8 desktops, mobiles with 64-bit mem. channel up to the 90 nm SC (Athens) line)

Supports DDR2 

Socket F (1207 pins, SPP, HT 2.0: DP, MP servers K8 NPT, K10)

Socket F+ (1207 pins, DPP, HT 3.0: DP, MP servers K10.5)

Socket AM2 (940 pins, SPP, HT 2.0: K8 NPT UP serv., K8 NPT, Brisbane DTs)             

Socket AM2+ (940 pins, DPP: K10 UP servers, K10 desktops,

first K10.5 Shanghai desktops) 
Socket S1g1 (638 pins, K8 NPT, Brisbane mobiles)

Socket S1g2 (638 pins, Fam. 11h mobiles)

Socket S1g3 (638 pins, K10.5 Shanghai (Caspian die) mobiles)

Socket ASB1 (812 balls BGA, Fam. 11h (Huron, Conesus dies)  UPT mobiles)

Socket ASB2 (812 balls BGA, K10.5 (Shanghai) (Geneva die), UPT mobiles)

Supports DDR3

Socket G34 (1944 pins, MP servers K10.5 „Magny-Course”, Fam. 15h)

Socket C32 (1207 pins, DP servers  K10.5 „Magny –Course, Fam. 15h)

Socket AM3 (941 pins, K10.5 Shanghai UP servers, desktops,
except first released desktops, K10.5 Istambul desktops)

Socket AM3+ (942 pins, UP servers Fam. 15h, desktops Fam. 15h)

Socket FM1 (905 balls BGA, desktops, mobiles Fam. 12h)

Socket S1g4 (638 pins, K10.5 mobile)

Socket FT1 (413 balls BGA, desktops, mobiles Fam. 14h)

Socket FT3 (769 balls BGA, desktops, mobiles Fam. 16h)

K10.5

Fam. 11h

2013

3st Generation Platform

Fam.  15h

Fam. 12h Fam. 14h

Fam. 15h

2014

Fam. 16h

Fam. 15h

K8

90 nm
1C

„Athens”

90 nm
2C

„Egypt”

90 nm
2C NPT

„Santa Rosa”

65 nm
4C

„Barcelona”

45 nm
4C, S

„Shanghai”

45 nm
6C, S

„Istambul”

65 nm
4C

„Brisbana”

65 nm
2C

„Griffin”

32 nm
2C APU
„Bobcat”

32 nm
4C APU
„Llano”

28 nm
4C APU
„Jaguar”

45nm
2x6C

„Magny-Course”

32 nm
2x8C

„Bulldozer”

32 nm
2x8C/4C APU 
„Piledriver”

28 nm
2x8C

„Steamroller”

K8

2st Generation Platform

SPP: Single power Plane
DPP: Dual Power planes
HT 2.0: HyperTransport 2.0

HT 3.0:  HyperTransport 3.0

45 nm
4C, DT/M

„Shanghai”

45 nm
6C, DT

„Istambul”

S::     Servers
DT:    Desktop
M:     Mobile
UPT: Ultraportable

130 nm
1C

„SledgeH.”

1st Generation Platform

Fam. 16h

28 nm
4C APU
„Puma+”

K8 (NPT)



Base arch./ 
stepping

Intro
High 

perf. DT 
family

Series Techn.
Core 
count

(up to)

L2 
(up to)

L3 
(up
to)

Memory
(up to)

HT/ dir.
(up to)

Socket

K8

CG 9/2003
Claw-

Hammer
Athlon 

64
130 
nm

1 1 MB - DDR-400
HT 2.0:  
4.0 GB/s

754/
939

E4 4/2005
San 

Diego
Athlon 

64
90 nm 1 1 MB - DDR-400

HT 2.0: 
4.0 GB/s

939

E6 5/2005 Toledo
Athlon 
64 X2

90 nm 2 2*1 MB - DDR-400
HT 2.0: 
4.0 GB/s

939

E2/E3 5/2006 Windsor
Athlon 
64 X2

90 nm 2 2*1 MB - DDR2-800
HT 2.0: 
4.0 GB/s

AM2

K10
B2
B3

11/2007
3/2008

Agena
Phenom 

X4
65 nm 4 4*½ MB 2 MB DDR2-1066

HT 3.0: 
8.0 GB/s

AM2+

K10.5

C2
C2/C3

1/2009
2/2009

Deneb
Phenom 

II X4
45 nm 4 4*½MB 6 MB

DDR2-1066
DDR3-1333

HT 3.0: 
8.0 GB/s

AM2+
AM3

E0 4/2010 Thuban
Phenom 

II X6
45 nm 6 6*½MB 6 MB

DDR2-1066
DDR3-1333

HT 3.0: 
8.0 GB/s

AM3

Fam. 11h (Griffin) - - - - - - - - - -

Fam. 12h
(Llano)

6/2011 Llano
Fusion

A8
32 nm 4 4*1 M - DDR3-1866

UMI:
5 GT/s 

FM1

Fam. 14h (Bobcat) - - - - - - - - - -

Fam. 15h
Models 00h-0Fh

(Bulldozer)
10/2011 Zambezi FX-series 32 nm

4 CM
(8 C)

4x2 MB/CM 8 MB DDR3-1866
HT 3.1: 

12.8 
GB/s

AM3+

Fam. 15h
Models 10h-1Fh

(Piledriver)
10/2012 Vishera FX-series 32 nm

4 CM
(8 C)

4*2 MB/CM 8 MB DDR3-1866
HT 3.1: 

12.8 
GB/s

AM3+

No further Fam. 15h 
based lines

- - - - - - - - - -

Main features of AMD’s high-performance desktop lines 
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Block diagram of AMD’s 90 nm Athlon 64 X2 DC (Egypt) line supporting DDR memory
[147]
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Block diagram of AMD’s 90 nm Athlon 64 X2 DC (NPT) line supporting DDR2 memory
[147]
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5.7 K8 mobile lines (1)

AMD’s K8 mobile lines

Turion 64 X2 lines Sempron linesAthlon 64 lines

L2=128-512 KBL2 = 2x512 KB

No native designs but

Turion 64 or Athlon 64

designs with partly

disabled L2

5.7 K8 mobile lines

Overview of AMD’s K8 mobile lines

Turion 64 lines

L2 =1 MB L2 = 512 KB L2 =1 MB L2 = 512 KB

Remark

The subsequent overview of AMD’s K8-based native mobile lines does not reflect
models with disabled functionality, such as the Athlon 64 X2 (TK-4x/5x) lines with 2x512 or
2x 256 KB L2.



Overview of AMD’s K8-based mobile lines (Data based on [7])

2003 2004 2005 2006 2007

Native 2C
L2: 2*512 KB

Native 1C
L2: 1 MB

Native 1C
L2: 512 KB

Native 1C
L2: 1 MB

Native 1C
L2: 512 KB

Dublin
144 mm2, 68.5 mtrs
Parts of L2 disabled

CG, 754

Sonora
84 mm2, 68.5 mtrs
Parts of L2 disabled

No SSE3, 754

7/04

Keene
103.1 mm2, 81.1 mtrs
F2, No AMD-V, S1g1

Sherman
77.2 mm2, 122 mtrs

G1/G2, NO AMD-V, S1g1

5/075/06

Oakville
84 mm2, 68.5 mtrs
D0, No SSE3, 754

Newark
115 mm2, 114 mtrs

E5, High for G2 W, 754

7/04

4/05

Clawhammer
193 mm2, 105.9 mtrs

C0/CG, 754

Odessa
144 mm2, 68.5 mtrs

CG, 754

9/03

5/04

Tyler
G1: 126 mm2, 154 mtrs
G2: 118 mm2, 221 mtrs

G1/G2, S1g1

Trinidad
147 mm2, 154 mtrs

F2, S1g1

Taylor
147 mm2, 154 mtrs

F2, G0, Parts of L2 disabled

Richmond
103.1 mm2, 81.1 mtrs

F2, S1g1

Lancaster
115 mm2, 114 mtrs

E5, Low fc, 754

3/05

5/07

5/06

3/06

5/06

Shrink

Sledgehammer line
130 nm

DDR-400

Athens line
90 nm

DDR-400, +SSE3

Santa Rosa line
90 nm  (NPT)

DDR2-667, AMD-V1

Brisbane line
65 nm

DDR2-667/8002

T
u

r
io

n
6

4
X

2
T
u

r
io

n
 6

4
A

th
lo

n
6

4
 

S
e
m

p
r
o
n

Partly disabled
not native 
designs 1C

L2: 128-512 KB

S1g1

5.7 K8 mobile lines (2)



Base arch./ 
stepping

Intro
High perf. 

mobile 
family name

Series Techn.
Core 
count

(up to)

L2 
(up to)

L3 Memory
(up to)

HT/ dir.
(up to)

Sock
et

K8

C0, CG 9/2003 Clawhammer
Mobile 
Athlon 

64
130 nm 1 512 KB - DDR-400

HT 1.0:
3.2 GB/s

754

E5 3/2005 Lancaster
Turion 

64
90 nm 1 1 MB - DDR-400

HT 1.0:
3.2 GB/s

754

F2 5/2006 Trinidad
Turion 
64 X2

90 nm 2 2*512 KB - DDR2-667
HT 1.0:
3.2 GB/s

S1

K10 - - - - - - - - - - -

K10.5

DA-C2 9/2009 Caspian Turion II 45 nm 2
2*512 KB/
2*1 MB1 - DDR2-800

HT 3.0: 
7.2 GB/s

S1g3

DA-C3 5/2010 Champlain
Turion 

X4
45 nm 4 4*512 KB - DDR3-1066

HT 3.0: 
7.2 GB/s

S1g4

1: 2*512 KB for Turion II,    2*1 MB for Turion II Ultra

Main features of AMD’s high performance K8 (Hammer)-based mobile lines  

5.7 K8 mobile lines (3)



Sockets of AMD’s x86-64 processors [42]

Note

Sockets (termed by AMD as platforms).

They determine the memory type supported, as indicated in the next Figure.
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Sockets of K8 mobile processors
[based on 42]

5.7 K8 mobile lines (5)

2003 2004 2005 2006 2007 2008 2009 2010 2011 2012

K8
K8

K8 (NPT) K10 K10.5

K10.5

Supports DDR

Socket 940 (130nm K8 UP/DP/MP servers, 90 nm K8 SC and  90 nm K8 DC (Egypt) DP/MP servers)

Socket 939 (90nm K8 SC and 90 nm K8 DC (Egypt) UP servers, K8 desktops with 128-bit mem. channel
up to the 90 nm DC (Egypt) lines)

Socket 754 (K8 desktops, mobiles with 64-bit mem. channel up to the 90 nm SC (Athens) line)

Supports DDR2 

Socket F (1207 pins, SPP, HT 2.0: DP, MP servers K8 NPT, K10)

Socket F+ (1207 pins, DPP, HT 3.0: DP, MP servers K10.5)

Socket AM2 (940 pins, SPP, HT 2.0: K8 NPT UP serv., K8 NPT, Brisbane DTs) 

Socket AM2+ (940 pins, DPP: K10 UP servers, K10 desktops,

first K10.5 Shanghai desktops) 
Socket S1g1 (638 pins, K8 NPT, Brisbane mobiles)

Socket S1g2 (638 pins, Fam. 11h mobiles)

Socket S1g3 (638 pins, K10.5 Shanghai (Caspian die) mobiles)

Socket ASB1 (812 balls BGA, Fam. 11h (Huron, Conesus dies)  UPT mobiles)

Socket ASB2 (812 balls BGA, K10.5 (Shanghai) (Geneva die), UPT mobiles)

Supports DDR3

Socket G34 (1944 pins, MP servers K10.5 „Magny-Course”, Fam. 15h)

Socket C32 (1207 pins, DP servers  K10.5 „Magny –Course, Fam. 15h)

Socket AM3 (941 pins, K10.5 Shanghai UP servers, desktops,
except first released desktops, K10.5 Istambul desktops)

Socket AM3+ (942 pins, UP servers Fam. 15h, desktops Fam. 15h)

Socket FM1 (905 balls BGA, desktops, mobiles Fam. 12h)

Socket S1g4 (638 pins, K10.5 mobile)

Socket FT1 (413 balls BGA, desktops, mobiles Fam. 14h)

Socket FT3 (769 balls BGA, desktops, mobiles Fam. 16h)

K10.5

Fam. 11h

2013

3st Generation Platform

Fam.  15h

Fam. 12h Fam. 14h

Fam. 15h

2014

Fam. 16h

Fam. 15h

K8

90 nm
1C

„Athens”

90 nm
2C

„Egypt”

90 nm
2C NPT

„Santa Rosa”

65 nm
4C

„Barcelona”

45 nm
4C, S

„Shanghai”

45 nm
6C, S

„Istambul”

65 nm
4C

„Brisbana”

65 nm
2C

„Griffin”

32 nm
2C APU
„Bobcat”

32 nm
4C APU
„Llano”

28 nm
4C APU
„Jaguar”

45nm
2x6C

„Magny-Course”

32 nm
2x8C

„Bulldozer”

32 nm
2x8C/4C APU 
„Piledriver”

28 nm
2x8C

„Steamroller”

K8

2st Generation Platform

SPP: Single power Plane
DPP: Dual Power planes
HT 2.0: HyperTransport 2.0

HT 3.0:  HyperTransport 3.0

45 nm
4C, DT/M

„Shanghai”

45 nm
6C, DT

„Istambul”

S::     Servers
DT:    Desktop
M:     Mobile
UPT: Ultraportable

130 nm
1C

„SledgeH.”

1st Generation Platform

Fam. 16h

28 nm
4C APU
„Puma+”



5.8 Evolution path of AMD’s K8-based Athlon 64/64 X2
desktop cores



Evolution path of AMD’s K8 based Athlon 64/64 X2 desktop cores (Data based on [134])

2003 2004 2005 2006 2007

Native 2C MP
L2: 2*1 MB

SledgeHammer
193 mm2, 105.9 mtrs

B3/C0/CG, 940

Athens
115 mm2, 114 mtrs
D4/E4, +SSE3, 940

Egypt
199 mm2, 233 mtrs

E1/E6, 940

Santa Rosa
219 mm2, 243 mtrs

F2/F3, +AMD-V

9/03 12/04

4/05 8/06

5/05

Windsor
219 mm2, 243 mtrs

F2/F3, +AMD-V, AM2

5/06

Brisbane
G1: 126 mm2, 154 mtrs
G2: 118 mm2, 221 mtrs 

G1/G2, AM2

12/06

Clawhammer
193 mm2, 105.9 mtrs

C0/CG, 754

Newcastle
144 mm2, 68.5 mtrs

CG, 754/939

9/03

12/03 4/05

5/05

Orleans
103 mm2, 81.1 mtrs
F2, +AMD-V, AM2

5/06

Lima
77.2 mm2, 122 mtrs

G1/G2, AM2

2/07

Paris
(Parts of L2 disabled)

CG, In some models no x86-64, 754

Manila
(Parts of L2 disabled, No AMD-V)

F2, AM2

Sparta
(No AMD-V)
G1/G2, AM2

7/04 5/06 8/07

Brisbane
(Parts of L2 disabled)

G1/G2, AM2

3/08

3/07

San Diego
115 mm2, 114 mtrs

E4, +SSE3, 939

Orleans
144 mm2, 164 mtrs
F3, +AMDV, AM2

Palermo6

(Parts of L2 disabled, No SSE3)
D0, 754/939

8/04

Venice
84 mm2, 68.5 mtrs

E3/E6, +SSE3, 754/939

Manchester
147 mm2, 154 mtrs

E4, 939

Toledo
199 mm2, 233 mtrs

E6, 939

Native 1C MP
L2: 1 MB

Native 2C
L2: 2*1 MB

Native 2C
L2: 2*512 KB

5/05

Native 1C
L2: 1 MB

Native 1C
L2: 512 KB

Partly disabled
not native 
designs 1C

Sledgehammer line
130 nm

DDR-4001, HT 1.02

1C

Athens line
90 nm +SSE3

DDR-400, HT 1.0
1C

Santa Rosa line
90 nm  (NPT) +AMD-V

DDR2-6672, HT 1.0
AMD-V, 2C

Brisbane line
65 nm

DDR2-6674, HT 2.0
2C

2 : G1: 219 mm2, 243 mtrs; G2: 118 mm2, 221 mtrs
1 : The Sledgehammer (DT) became member of the Athlon 64 FX line 

Subsequent members of the Athlon FX line are the same processors 
as the highest frequency Athlon 64/Athlon 64 FX lines

Shrink

Main
features

Egypt line
90 nm +SSE3

DDR-400, HT 1.0
2C

O
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Partly disabled
not native 
designs 2C

5.8 Evolution path of AMD’s K8-based Athlon 64/64 X2 desktop cores (1)

1

2

3

4
5

G1: 1C
G2: 2C

Shrink

Shrink



5.8 Evolution path of AMD’s K8-based Athlon 64/64 X2 desktop cores (2)

130 nm
193 mm2

105.9 mtrs
L2: 1 MB

90 nm
115 mm2

114 mtrs
L2: 1 MB

ClawHammer (9/2003) [39]
Stepping C0

San Diego (5/2005) [43]
Stepping E4

130 nm K8-based
Athlon 64 

90 nm K8-based
Athlon 64

Evolution of the
native SC designs with

1 MB L2

Shrink



Venice [43]

Stepping E3/E6, 90 nm, L2: 512 KB
84 mm2, 77 mtrs

San Diego [43]

Stepping E4/E6, 90 nm, L2: 1 MB
115 mm2, 114 mtrs

Contrasting 90 nm SC 512 KB and 1 MB Athlon 64 designs

5.8 Evolution path of AMD’s K8-based Athlon 64/64 X2 desktop cores (3)

Venice: Only 512 KB L2



The dual-core Toledo core includes basically two San Diego cores (90 nm, L2: 1 MB)

Toledo (5/2005) [44]

199 mm2, 233 mtrs
Stepping E6, L2:2x1 MB

San Diego (5/2005) [43]

115 mm2, 114 mtrs
Stepping E4 L2: 1MB

Contrasting 90 nm SC 1 MB L2 and DC 2x1 MB L2 Athlon 64 designs

5.8 Evolution path of AMD’s K8-based Athlon 64/64 X2 desktop cores (4)



L2: 2x1MB (Socket 939)

Stepping F supports DDR2 and
the Pacifica virtualization technology

L2: 2x1 MB)(Socket AM2)

(Stepping F2/3, 90 nm/230 mm2/227 mtrs.)(Stepping E6, 90 nm/199mm2/233 mtrs.)

Toledo (5/2005) [44] Windsor (5/2006) [44]

Contrasting the first 90 nm DC and the 90 nm NPT DC 2x1 MB L2 Athlon 64 designs

5.8 Evolution path of AMD’s K8-based Athlon 64/64 X2 desktop cores (5)



Windsor (5/2006) [44]

Brisbane (12/2006) [45]
(Athlon 64 X2)

(Stepping F2/F3, 90 nm, L2: 2 x 1 MB) (Stepping G1, 65 nm, 512 KB, enlarged)

Contrasting the 90 nm DC 2x1 MB Windsor (NPT) and the 65 nm SC 512 KB Brisbane

5.8 Evolution path of AMD’s K8-based Athlon 64/64 X2 desktop cores (6)

Brisbane is the 65 nm shrink of Windsor



(65 nm)
126 mm2, 154 mtrs

K8 based, Stepping G1

(65 nm)
K10 based

Stepping B1/B2

Contrasting die plots of the Brisbane and Barcelona cores

Brisbane (12/2006) [44] Barcelona (8/2007) [44]

4. gen. K8-based
Athlon 64 X2 scaled down to 65 nm

K10-based server

5.8 Evolution path of AMD’s K8-based Athlon 64/64 X2 desktop cores (7)



• It provides dynamic voltage and frequency scaling

(supported first in the Athlon 64 line (2003).

• Dynamic voltage scaling is performed in the Working state.

It is implemented by voltage stepping. 

• Dynamic frequency scaling is performed in the Stop Grant state 
(while both the processor’s clock and the PLL is halted).

It is implemented by reconfiguring the PLL in the Stop Grant state and waiting for
locking the PLL (this needs about 10 µs).

• OS support    

Main features of AMD’s Cool’n’Quiet’ technology in K8-based desktops

• either by legacy OSs (not supporting the Cool’n’Quiet technology)
augmented by an AMD provided software package that implements a non ACPI compliant
P-state management,

• or by Windows OSs with native Cool’n’Quiet technology supporting K8-based desktops
(such as Windows Vista (2006)) which is an ACPI 2.0 compliant solution.

5.8 Evolution path of AMD’s K8-based Athlon 64/64 X2 desktop cores (8)



Main features of the implementation of AMD’s Cool’n’Quiet technology
in K8-based desktops1 [148]

1 AMD’s K8-based servers make use of the same technology, as well, presumable
also AMD’s mobiles, but no related reference could be found for the latter.  

• Separation of the VID change and FID change phases of P-state transitions
in order to be prepared to reduce out time during transitions.

• Introduction of incremental voltage stepping instead of a robust one step voltage ramp
in order to reduce noise and allow the processor to resume instruction execution 
during the voltage change phase as well.       

Note

Earlier AMD implementations transitioned voltage in a single step causing significant noise
that inhibited resuming instruction execution. For this reason, earlier implementations
performed P-state transitions usually in the Deep Sleep state.

5.8 Evolution path of AMD’s K8-based Athlon 64/64 X2 desktop cores (9)



6. The K10 Barcelona family

6.1 Overview of AMD’s K10 processor lines•

6.2 Main innovations and enhancements of K10 servers•

6.3 Contrasting utilized and implemented features of the
microarchitecture of K10 servers

•

6.4 K10 server lines•

6.5 Main innovations and enhancements of K10 desktops•

6.6 K10 desktop lines•



6.1 Overview of AMD’s K10 processor lines



6.1 Overview of AMD’s K10 processor lines (1)

6.1 Overview of AMD’s K10 processor lines-1 [14]

Table
t

K10

Hound (K10.5/Stars)

Hound (K10.5/Stars)

Bobcat Fam. 14h

Jaguar Fam. 16h

Fam. 12h

Fam. 15h
Mod. 30h-3Fh

Fam. 15h
Mod. 10h-1Fh

Brazos
(Zacate)

1-2 Cores 1MB
DX11 GPU Core

DDR3

Jaguar Fam. 16h

Fam. 15h
Mod. 00h-0Fh

Fam. 14h

S
te

a
m

r
o
lle

r

28 nm

Family 11h

Brazos
(Desna)

2 Cores 1MB
DX11 GPU Core

DDR3



2003-2007 2007-2008 2008-2011 2009 2009

K8
(Hammer)

K10
(Barcelona)

K10.5
(Shanghai)

K10.5
(Istanbul)

K10.5
(Magny- Course)

4P servers

See Section 4

Barcelona

(834x-836x))

Shanghai

(837x-839x)

Istambul

(8410-8430)

Magny-Course

(6100)

2P servers
Barcelona

(234x-236x)

Shanghai

(237x-239x)

Istambul

(241x-243x)

Lisbon

(4100)

1P servers
Budapest

(135x-136x)

Suzuka

(138x-139x)

High perf.
(~80-120W)

Phenom

X4-X2

Phenom II

X4-X2

Phenom II

X6-X4

Mainstream
(~60-90W)

Athlon  64

Athlon 64 X2
Athlon X2 Athlon II X4-X2

Value
(~40-60W)

Sempron Sempron

High perf.
(~30-40W)

Turion 64 X2 

(TL 6/5)

Turion 64 (ML/MT)

Phenom II

(N/P 9xx-6xx)

Turion II Ultra (M6xx)

Turion II (M/N/P 5xx)

Mainstream
(~20-30W)

Athlon 64 X2

(TK-5x/4x)

Athlon 64

(2xxx+-4xxx+)

Athlon II (M/N/P 3xx)

Sempron (M1xx)

Ultraportable

(~10-20W)

Mobile Sempron 

(2xxx+-4xxx+)

Sempron 2100 

fanless

Turion II Neo (K6xx)

Athlon II Neo (K1xx)

V-series (V1xx)

Embedded

(~10-20W)

Turion II Neo X2

Athlon II Neo X2

Athlon II Neo

Brand names of AMD’s K10 (Barcelona)-based processor line
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6.1 Overview of AMD’s K10 processor lines (2)



1 The Deerhound/Greyhound designations are in the available literature not consistently used.

Some places use these designations as given above e.g. [46] [124], others adversely, the 
name Deerhound is used for desktops and Greyhound for servers. 

Nevertheless, we assume that the given name allocation is correct since later publications, 
e.g. [47] use the Greyhound name for subsequent K10.5-based processors that support
HT3.0 and DDR2/3 i.e. features that are provided by the Greyhound processor according to
the above interpretation.

Overview of AMD’s K10 processor lines –The underlying microarchitectures

• AMD designed two distinct K10 processor lines, one for servers and another one
for desktops.

• These lines are based on different microarchitectures, as indicated below.

The microarchitecture
of K10 desktops

(Greyhound1)

K10 desktop lines

K10 microarchitecture

The microarchitecture
of K10 servers

(Deerhound1)

K10 server lines

Introduced: 11/2007

65 nm, up to  4 cores

Introduced: 8/2007

65 nm, up to  4 cores

The Barcelona line The Phenom lineTypical line

6.1 Overview of AMD’s K10 processor lines (3)



Base arch./ 
stepping

Intro
4P Server 

family name
Series Techn

Cores
(up to)

L2 
(up to)

L3 
(up to)

Memory
(up to)

HT/ dir.
(up to)

Sock
et

K8

C0/CG 4/2003
Sledge-
hammer

800
130 
nm

1C 1 MB - DDR-333
HT 1.0: 
3.2 GB/s

940

E4/E6 12/2004 Athens 800 90 nm 1C 1 MB - DDR-400
HT 2.0:
4.0 GB/s

940

E1/E6 4/2005 Egypt 800 90 nm 2C 2*1 MB - DDR-400
HT 2.0: 
4.0 GB/s

940

F2/F3 8/2006
Santa Rosa

(NPT)
8200 90 nm 2C 2*1 MB - DDR2-667

HT 2.0: 
4.0 GB/s

F

K10
BA/B1-

B3
8/2007 Barcelona 8300 65 nm 4C 4*1/2 MB 2 MB DDR2-667

HT 2.0:
4.0 GB/s

F

K10.5

C2/C3 11/2008 Shanghai 8300 45 nm 4C 4*1/2 MB 6 MB DDR2-800
HT 2.0/3.0: 

4.0/8.8 
GB/s

F

CE 6/2009 Istambul 8400 45 nm 6C 6*1/2 MB 6 MB DDR2-800
HT 3.0: 
9.6 GB/s

F

D1 3/2010
Magny Course
(2xIstambul)

6100 45 nm 2x6C
12*1/2 

MB
6 MB

DDR3-
1333

HT 3.1:
12.8 GB/s

G34

Fam 15h
Mod. 00h-0Fh

(Bulldozer)
11/2011

Interlagos
(2xOrochi die)

6200 32 nm
2x4 CM
(2x8 C)

2*4*
2 MB/CM

2*
8MB/
4 CM

DDR3-
1600

HT 3.1:
12.8 GB/s

G34

Fam. 15h
Mod. 10h-1Fh
(Piledriver)

11/2012
Abu Dhabi
(2 dies)

6300 32 nm
2x4 CM
(2x8 C)

2*4*
2 MB/CM 

2*
8 MB/
4 CM

DDR3-
1866

HT 3.1
12.8 GB/s

G34

Fam. 17h
Mod. 00h-0Fh 

6/2017
Epyc (2S!!)

(4 dies/proc.)
7000 14 nm

4x(2x4)
(32C)

½ MB/C 2 MB/C
DDR4-
2666

IFIS
75.8 GB/s

SP3

Positioning of the K10 (Barcelona)-based  MP server line within AMD’s MP server lines

.

6.1 Overview of AMD’s K10 processor lines (4)



Base arch./ 
stepping

Intro
High 

perf. DT 
family

Series Techn.
Core 
count

(up to)

L2 
(up to)

L3 
(up
to)

Memory
(up to)

HT/ dir.
(up to)

Socket

K8

CG 9/2003
Claw-

Hammer
Athlon 

64
130 
nm

1 1 MB - DDR-400
HT 2.0:  
4.0 GB/s

754/
939

E4 4/2005
San 

Diego
Athlon 

64
90 nm 1 1 MB - DDR-400

HT 2.0: 
4.0 GB/s

939

E6 5/2005 Toledo
Athlon 
64 X2

90 nm 2 2*1 MB - DDR-400
HT 2.0: 
4.0 GB/s

939

E2/E3 5/2006 Windsor
Athlon 
64 X2

90 nm 2 2*1 MB - DDR2-800
HT 2.0: 
4.0 GB/s

AM2

K10
B2
B3

11/2007
3/2008

Agena
Phenom 

X4
65 nm 4 4*½ MB 2 MB DDR2-1066

HT 3.0: 
8.0 GB/s

AM2+

K10.5

C2
C2/C3

1/2009
2/2009

Deneb
Phenom 

II X4
45 nm 4 4*½MB 6 MB

DDR2-1066
DDR3-1333

HT 3.0: 
8.0 GB/s

AM2+
AM3

E0 4/2010 Thuban
Phenom 

II X6
45 nm 6 6*½MB 6 MB

DDR2-1066
DDR3-1333

HT 3.0: 
8.0 GB/s

AM3

Fam. 11h (Griffin) - - - - - - - - - -

Fam. 12h
(Llano)

6/2011 Llano
Fusion

A8
32 nm 4 4*1 M - DDR3-1866

UMI:
5 GT/s 

FM1

Fam. 17h (Zen) 3/2017
Summit 
Ridge

Ryzen 7 14 nm 8 8x1/2 MB 16 MB DDR4-2993 - AM4

Fam. 17 (Zen+) 4/2018
Pinnacle 
Ridge

Ryzen 7 12 nm 8 8x1/2 MB 16 MB DDR4-2933 - AM4

Positioning of the high performance K10 DT line within AMD’s high performance DT lines

6.1 Overview of AMD’s K10 processor lines (5)



Sockets of K10 DP, MP servers and 
desktops [based on 42]

6.1 Overview of AMD’s K10 processor lines (6)

2003 2004 2005 2006 2007 2008 2009 2010 2011 2012

K8
K8

K8 (NPT) K10 K10.5

K10.5

Supports DDR

Socket 940 (130nm K8 UP/DP/MP servers, 90 nm K8 SC and  90 nm K8 DC (Egypt) DP/MP servers)

Socket 939 (90nm K8 SC and 90 nm K8 DC (Egypt) UP servers, K8 desktops with 128-bit mem. channel
up to the 90 nm DC (Egypt) lines)

Socket 754 (K8 desktops, mobiles with 64-bit mem. channel up to the 90 nm SC (Athens) line)

Supports DDR2 

Socket F (1207 pins, SPP, HT 2.0: DP, MP servers K8 NPT, K10)

Socket F+ (1207 pins, DPP, HT 3.0: DP, MP servers K10.5)

Socket AM2 (940 pins, SPP, HT 2.0: K8 NPT UP serv., K8 NPT, Brisbane DTs)             

Socket AM2+ (940 pins, DPP: K10 UP servers, K10 desktops,

first K10.5 Shanghai desktops) 
Socket S1g1 (638 pins, K8 NPT, Brisbane mobiles)

Socket S1g2 (638 pins, Fam. 11h mobiles)

Socket S1g3 (638 pins, K10.5 Shanghai (Caspian die) mobiles)

Socket ASB1 (812 balls BGA, Fam. 11h (Huron, Conesus dies)  UPT mobiles)

Socket ASB2 (812 balls BGA, K10.5 (Shanghai) (Geneva die), UPT mobiles)

Supports DDR3

Socket G34 (1944 pins, MP servers K10.5 „Magny-Course”, Fam. 15h)

Socket C32 (1207 pins, DP servers  K10.5 „Magny –Course, Fam. 15h)

Socket AM3 (941 pins, K10.5 Shanghai UP servers, desktops,
except first released desktops, K10.5 Istambul desktops)

Socket AM3+ (942 pins, UP servers Fam. 15h, desktops Fam. 15h)

Socket FM1 (905 balls BGA, desktops, mobiles Fam. 12h)

Socket S1g4 (638 pins, K10.5 mobile)

Socket FT1 (413 balls BGA, desktops, mobiles Fam. 14h)

Socket FT3 (769 balls BGA, desktops, mobiles Fam. 16h)

K10.5

Fam. 11h

2013

3st Generation Platform

Fam.  15h

Fam. 12h Fam. 14h

Fam. 15h

2014

Fam. 16h

Fam. 15h

K8

90 nm
1C

„Athens”

90 nm
2C

„Egypt”

90 nm
2C NPT

„Santa Rosa”

65 nm
4C

„Barcelona”

45 nm
4C, S

„Shanghai”

45 nm
6C, S

„Istambul”

65 nm
4C

„Brisbana”

65 nm
2C

„Griffin”

32 nm
2C APU
„Bobcat”

32 nm
4C APU
„Llano”

28 nm
4C APU
„Jaguar”

45nm
2x6C

„Magny-Course”

32 nm
2x8C

„Bulldozer”

32 nm
2x8C/4C APU 
„Piledriver”

28 nm
2x8C

„Steamroller”

K8

2st Generation Platform

SPP: Single power Plane
DPP: Dual Power planes
HT 2.0: HyperTransport 2.0

HT 3.0:  HyperTransport 3.0

45 nm
4C, DT/M

„Shanghai”

45 nm
6C, DT

„Istambul”

S::     Servers
DT:    Desktop
M:     Mobile
UPT: Ultraportable

130 nm
1C

„SledgeH.”

1st Generation Platform

Fam. 16h

28 nm
4C APU
„Puma+”



6.2 Main enhancements of K10 servers



6.2 Main enhancements of K10 servers (1)

6.2 Main enhancements of K10 servers [48]



a) 128-bit SSE and FP units as well as 128-bit loads [49]

6.2 Main enhancements of K10 servers (2)



Figure: Cache architecture of the QC Barcelona [63] 

b) 3-level cache system with a shared exclusive L3 cache [63]

6.2 Main enhancements of K10 servers (3)



L2:512 K

L3: 2 M

L2:512 K

L3: 2 M

Both the L2 and L3 caches are exclusive.
This is in contrast to Intel’s cache hierarchy design, as Intel prefers inclusive caches.

Remark

Particular K10-based desktops and mobile models may have smaller L2 and L3 caches.

Exclusive L2 and L3 caches [40]

6.2 Main enhancements of K10 servers (4)



Modified exclusive L3 cache policy [50]

(Termed also as “mostly exclusive caching”) 

If addressed data are missing in the entire cache system the referenced line will be loaded from
the memory directly into the L1 cache, as in case of exclusive caches.

When later this line becomes evicted first from L1 and subsequently also from L2, it will be 
brought into L3.

If data kept in the L3 cache will be referenced anew, AMD’s L3 cache behaves differently than
“ordinary” exclusive caches.

In case of “ordinary” exclusive caches referenced data kept in the L3 cache will be evicted from
the L3 cache and brought into the L1 cache in order to free space for victim lines from L2.

In “mostly exclusive caching” employed by AMD for their L3 caches, if it is likely that
accessed data from the L3 cache will be used by multiple cores, data will not be removed from
the L3 cache but will be let in it.

By contrast, if it is likely, that data accessed in the L3 cache will only be used by a single core,
data will be removed from the L3 cache as in case of “ordinary” exclusive caches. 

Another feature of the cache policy is that in case of evicting L3 cache lines non-shared lines
will be preferred over shared lines. 
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Contrasting exclusive and inclusive caches

Exclusive caches allow a more efficient use of a given transistor budget, as they avoid
data duplication in subsequent cache levels but they generate more coherency traffic.

For higher core counts and for larger caches available with raising transistor counts at hand,
however the disadvantage of higher coherency traffic presumably outweights the advantage of
a more efficient cache implementation, so in this case inclusive caches promise more benefits.

6.2 Main enhancements of K10 servers (6)



c) Independent memory controllers [40]
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In contrast to DP and MP servers, K10 UP servers (designated as Budapest that were released
about 8 months later than the K10 DP/MP (Barcelona servers) were already equipped with the
Socket AM2+.

Socket AM2+ supported already HT 3.0 and dual power planes, needed for Dual Dynamic
Power management. 

d) Supporting HT 3.0 in K10 UP servers-1
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Sockets of K10 UP servers
[based on 42]
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2003 2004 2005 2006 2007 2008 2009 2010 2011 2012

K8
K8

K8 (NPT) K10 K10.5

K10.5

Supports DDR

Socket 940 (130nm K8 UP/DP/MP servers, 90 nm K8 SC and  90 nm K8 DC (Egypt) DP/MP servers)

Socket 939 (90nm K8 SC and 90 nm K8 DC (Egypt) UP servers, K8 desktops with 128-bit mem. channel
up to the 90 nm DC (Egypt) lines)

Socket 754 (K8 desktops, mobiles with 64-bit mem. channel up to the 90 nm SC (Athens) line)

Supports DDR2 

Socket F (1207 pins, SPP, HT 2.0: DP, MP servers K8 NPT, K10)

Socket F+ (1207 pins, DPP, HT 3.0: DP, MP servers K10.5)

Socket AM2 (940 pins, SPP, HT 2.0: K8 NPT UP serv., K8 NPT, Brisbane DTs)             

Socket AM2+ (940 pins, DPP: K10 UP servers, K10 desktops,

first K10.5 Shanghai desktops) 
Socket S1g1 (638 pins, K8 NPT, Brisbane mobiles)

Socket S1g2 (638 pins, Fam. 11h mobiles)

Socket S1g3 (638 pins, K10.5 Shanghai (Caspian die) mobiles)

Socket ASB1 (812 balls BGA, Fam. 11h (Huron, Conesus dies)  UPT mobiles)

Socket ASB2 (812 balls BGA, K10.5 (Shanghai) (Geneva die), UPT mobiles)

Supports DDR3

Socket G34 (1944 pins, MP servers K10.5 „Magny-Course”, Fam. 15h)

Socket C32 (1207 pins, DP servers  K10.5 „Magny –Course, Fam. 15h)

Socket AM3 (941 pins, K10.5 Shanghai UP servers, desktops,
except first released desktops, K10.5 Istambul desktops)

Socket AM3+ (942 pins, UP servers Fam. 15h, desktops Fam. 15h)

Socket FM1 (905 balls BGA, desktops, mobiles Fam. 12h)

Socket S1g4 (638 pins, K10.5 mobile)

Socket FT1 (413 balls BGA, desktops, mobiles Fam. 14h)

Socket FT3 (769 balls BGA, desktops, mobiles Fam. 16h)

K10.5

Fam. 11h

2013

3st Generation Platform

Fam.  15h

Fam. 12h Fam. 14h

Fam. 15h

2014

Fam. 16h

Fam. 15h

K8

90 nm
1C

„Athens”

90 nm
2C

„Egypt”

90 nm
2C NPT

„Santa Rosa”

65 nm
4C

„Barcelona”

45 nm
4C, S

„Shanghai”

45 nm
6C, S

„Istambul”

65 nm
4C

„Brisbana”

65 nm
2C

„Griffin”

32 nm
2C APU
„Bobcat”

32 nm
4C APU
„Llano”

28 nm
4C APU
„Jaguar”

45nm
2x6C

„Magny-Course”

32 nm
2x8C

„Bulldozer”

32 nm
2x8C/4C APU 
„Piledriver”

28 nm
2x8C

„Steamroller”

K8

2st Generation Platform

SPP: Single power Plane
DPP: Dual Power planes
HT 2.0: HyperTransport 2.0

HT 3.0:  HyperTransport 3.0

45 nm
4C, DT/M

„Shanghai”

45 nm
6C, DT

„Istambul”

S::     Servers
DT:    Desktop
M:     Mobile
UPT: Ultraportable

130 nm
1C

„SledgeH.”

1st Generation Platform

Fam. 16h

28 nm
4C APU
„Puma+”



e) Virtualization enhancements

It will not discussed here.
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f) Related enhancements of the K10 microarchitecture vs. the K8 microarchitecture [51]

Red marks the differences
between the K8 and the k10

microarchitectures

(exclusive)

(Before: 128 bit + 76 bit)

Before: 64 bit)

Before: 64 bit)

Before: 64 bit)

(Before: 40 entries)

(Before: up to 1 MB)

(Before: 40 entries)

(Before: 16 B)

Shared by all four cores
ABM: Advanced Bit Manipulation

128 bit

Remark

In 3-level caches 512 KB cache size
is typically chosen as an expected
optimum when considering both

the access time and cache misses. 
Support of 128-bit

SSE/FP/loads

Support of
3-level

cache system
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AMD’s power management techniques K8 – Family 15h (Bulldozer) (based on [53]) 

AMD PowerNow Technology

First in single-core x52 Opterons

(Rev. E 2/2005)
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Module C6 state
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Ultra low-voltage DDR3
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2005
Dual-Core

AMD Opteron
Processor

Rev. E

2006
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2007
Quad-Core

AMD Opteron
Processor
Codename
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2008
Quad-Core

AMD Opteron
Processor
Codename
„Shanghai”

2009
Six-Core

AMD Opteron
Processor
Codename
„Istanbul”

2010
12-Core

AMD Opteron
Processor
Codename

„Magny Cours”

2011
16-Core

AMD Opteron
Processor
Codename
„Interlagos”

Integer Performance
Floating Point Performance
per-socket TDP
per-core TDP

AMD CoolCoreTM Technology
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Advanced Platform

Management Link

AMD CoolSpeed Technology

C1E power-state
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AMD Smart Fetch Technology

AMD PowerCap Manager
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g) Advanced power management techniques of K10-based servers-2 [54]
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g1) AMD CoolCore Technology [40]

It turns off not used functional units
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g2) Dual Dynamic Power Management

• Separate power planes (split planes) for cores and the memory controller,

• Enables cores to operate at reduced power consumption level while memory controller
continues  to run at full speed,

• Memory controller can operate at higher frequency for increased bandwidth and
performance (see next slide).

Dual Dynamic Power Management requires the use of Socket F revision 2 (Socket Fr2) or higher
(the Socket of K10.5 DP/MP servers) and motherboard support dual (isolated voltage supplies). 

Remark

Figure: Contrasting single (unified) and split power plane motherboards [40]
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Example: Increased memory clock achieved by Dual Dynamic Power Management [40]
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g3) Independent Dynamic Core Technology [127]

• Core frequencies are separately adjusted according to their level of utilization.

This saves power on less active cores.

• All cores share the same power plane, the shared voltage is determined according to the
highest P-state of the cores.

Independent Dynamic Core Technology is part of AMD’s power management technology
implemented for K10 servers and desktops, as outlined next.
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• It provides dynamic voltage and frequency scaling (DVFS)

(supported first in the Athlon 64 line (2003).

• Dynamic voltage scaling is performed in the Working state.

It is implemented

Overview of AMD’s P-state management in K10-based desktops and servers [135] (1)

• either by a single step voltage ramping (called voltage slamming)

if the voltage regulator provides built-in output-voltage slew rate control, 

• else by voltage stepping [135].

• Dynamic frequency scaling is performed also in the Working state.
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Accomplishing dynamic frequency scaling (frequency transitions) in K10 processors

Up to K8-based processors frequency transitions in AMD processors were performed in the
Halt state, as indicated in the next Figure.
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Accomplishing frequency transitions
in the Halt state

Accomplishing frequency transitions

Accomplishing frequency transitions
in the Working state

VIA’s LongHaul 1.0 (2000),
2.0 (2001), 3.0 (2001)

AMD’s PowerNow!
in K6-based mobiles (2000)
in K7-based mobiles (2001),
in K8-based servers (2003)

Transmeta’s EIST
in laptops (2003)
in desktop (2005)

Intel’s EIST
in laptops (2003)

in desktops (2005)

AMD’s Cool’n’ Quiet
in K8-based desktops (2003)

VIA’s Enhanced PowerSaver
in C7 (2005), C7D (2006),

C7-m (2005)?

VIA’s Adoptive PowerSaver
in Nano (2008)?

IBM’s 750Fx/Gx (2003)

IBM’s 405LP (2002)
IBM’s 970xx (2003)

AMD’s Enhanced PowerNow!
or P-Suite technologies

in K10/K10.5-based servers (2007/2009),
K10-based mobiles (2008)

AMD’s Cool’n’ Quiet 2.0/3.0 
in K10/K10.5-based desktops

(2007)/(2009)

Accomplishing frequency transitions in processors
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For this reason, starting with K10 based servers and desktops the clock generator was redesigned
and frequency transitions became performed in the working state without halting the PLL.

• before modifying the clock frequency the clocking was stopped and the PLL was shut down

• then the PLL was set to the required value and

• after the settling time of the PLL (about nx10 µs) clocking could be restarted.

This mechanism causes an efficiency degradation during each P-state transition.

The principle of accomplishing frequency transitions in the Halt state
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Accomplishing frequency transitions
in the Halt state

Implementation of frequency transitions

Accomplishing frequency transitions
in the Working state

VIA’s LongHaul 1.0 (2000),
2.0 (2001), 3.0 (2001)

AMD’s PowerNow!
in K6-based mobiles (2000)
in K7-based mobiles (2001),
in K8-based servers (2003)

Transmeta’s EIST
in laptops (2003)
in desktop (2005)

Intel’s EIST
in laptops (2003)

in desktops (2005)

AMD’s Cool’n’ Quiet
in K8-based desktops (2003)

VIA’s Enhanced PowerSaver
in C7 (2005), C7D (2006),

C7-m (2005)?

VIA’s Adoptive PowerSaver
in Nano (2008)?

IBM’s 750Fx/Gx (2003)

IBM’s 405LP (2002)
IBM’s 970xx (2003)

AMD’s Enhanced PowerNow!
or P-Suite technologies

in K10/K10.5-based servers (2007/2009),
K10-based mobiles (2008)

AMD’s Cool’n’ Quiet 2.0/3.0 
in K10/K10.5-based desktops

(2007)/(2009)

Accomplishing frequency transitions in processos

Trend
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OS

fref

fc1PLL

n1 – n4

Clock Control

fc2PLL

n2

fc3PLL

n3

fc4PLL

n4

fci = ni * fref

(fref. = 100 or 200 MHz)

Basic layout of the clock generator in K10 servers

• Separate PLLs for each core.

• Frequency transitions achieved by modifying the clock multiplier ni.  

This causes a PLL lock time of about 16 µs [135].

Figure: Basic layout of the clock generator in K10 servers
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Coordination of P-state transitions of the cores

• Core frequencies can be controlled independently from each other.

• To the contrary, core voltages are the same for all cores, where
the common core voltage is the highest one needed for the highest core frequency.

Dedicated hardware of the processor performs the required P-state coordination.
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6.3 Contrasting utilized and implemented features of the 
microarchitecture of K10 servers



6.3 Contrasting utilized and implemented features of the microarchitecture of K10
servers

In fact, the underlying microarchitecture of K10 servers has much more functional capabilities as
utilized in them.

The reason for this is AMD’s decision that DP/MP servers should use the same sockets as
previously introduced for the K8 NPT servers, as shown in the next Figure.

6.3 Contrasting utilized and implemented features of the microarchitecture of K10 servers (1)



Sockets of K10 DP, MP servers
[based on 42]ery first re  
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2003 2004 2005 2006 2007 2008 2009 2010 2011 2012

K8
K8

K8 (NPT) K10 K10.5

K10.5

Supports DDR

Socket 940 (130nm K8 UP/DP/MP servers, 90 nm K8 SC and  90 nm K8 DC (Egypt) DP/MP servers)

Socket 939 (90nm K8 SC and 90 nm K8 DC (Egypt) UP servers, K8 desktops with 128-bit mem. channel
up to the 90 nm DC (Egypt) lines)

Socket 754 (K8 desktops, mobiles with 64-bit mem. channel up to the 90 nm SC (Athens) line)

Supports DDR2 

Socket F (1207 pins, SPP, HT 2.0: DP, MP servers K8 NPT, K10)

Socket F+ (1207 pins, DPP, HT 3.0: DP, MP servers K10.5)

Socket AM2 (940 pins, SPP, HT 2.0: K8 NPT UP serv., K8 NPT, Brisbane DTs)             

Socket AM2+ (940 pins, DPP: K10 UP servers, K10 desktops,

first K10.5 Shanghai desktops) 
Socket S1g1 (638 pins, K8 NPT, Brisbane mobiles)

Socket S1g2 (638 pins, Fam. 11h mobiles)

Socket S1g3 (638 pins, K10.5 Shanghai (Caspian die) mobiles)

Socket ASB1 (812 balls BGA, Fam. 11h (Huron, Conesus dies)  UPT mobiles)

Socket ASB2 (812 balls BGA, K10.5 (Shanghai) (Geneva die), UPT mobiles)

Supports DDR3

Socket G34 (1944 pins, MP servers K10.5 „Magny-Course”, Fam. 15h)

Socket C32 (1207 pins, DP servers  K10.5 „Magny –Course, Fam. 15h)

Socket AM3 (941 pins, K10.5 Shanghai UP servers, desktops,
except first released desktops, K10.5 Istambul desktops)

Socket AM3+ (942 pins, UP servers Fam. 15h, desktops Fam. 15h)

Socket FM1 (905 balls BGA, desktops, mobiles Fam. 12h)

Socket S1g4 (638 pins, K10.5 mobile)

Socket FT1 (413 balls BGA, desktops, mobiles Fam. 14h)

Socket FT3 (769 balls BGA, desktops, mobiles Fam. 16h)

K10.5

Fam. 11h

2013

3st Generation Platform

Fam.  15h

Fam. 12h Fam. 14h

Fam. 15h

2014

Fam. 16h

Fam. 15h

K8

90 nm
1C

„Athens”

90 nm
2C

„Egypt”

90 nm
2C NPT

„Santa Rosa”

65 nm
4C

„Barcelona”

45 nm
4C, S

„Shanghai”

45 nm
6C, S

„Istambul”

65 nm
4C

„Brisbana”

65 nm
2C

„Griffin”

32 nm
2C APU
„Bobcat”

32 nm
4C APU
„Llano”

28 nm
4C APU
„Jaguar”

45nm
2x6C

„Magny-Course”

32 nm
2x8C

„Bulldozer”

32 nm
2x8C/4C APU 
„Piledriver”

28 nm
2x8C

„Steamroller”

K8

2st Generation Platform

SPP: Single power Plane
DPP: Dual Power planes
HT 2.0: HyperTransport 2.0

HT 3.0:  HyperTransport 3.0

45 nm
4C, DT/M

„Shanghai”

45 nm
6C, DT

„Istambul”

S::     Servers
DT:    Desktop
M:     Mobile
UPT: Ultraportable

130 nm
1C

„SledgeH.”

1st Generation Platform

Fam. 16h

28 nm
4C APU
„Puma+”



Relating memory and HT links AMD implemented three innovative features on the K10 Barcelona
server die, as follows:

• supporting DDR3 memory,

• providing HyperTransport 3.0 links and

• implementing four HypertTransport links [55].

However, along with the introduction of K10 DP and MP servers AMD made further on use of the
Socket F introduced previously for the K8 NPT line in order to remain compatible.

Socket F however, supported only

• DDR2 memory,

• HyperTransport 2.0 links,

• three HypertTransport links and

• a single power plane (restricting the use of Dual Dynamic Power Management).

As a consequence, K10 DP/MP servers equipped with the Socket F support only the restricted
features, listed above.

Enhanced features implemented on the K10 Barcelona server die but not utilized
in K10 Barcelona server lines 
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Releasing the restrictions of K10 DP/MP servers caused by sticking to Socket F
in subsequent K10.5 DP/MP lines-1

The K10.5 Shanghai and Istambul lines replaced Socket F by Socket F+ (Socket Fr2).

This Socket allowed already the use of HT 3.0 but neither DDR3 memory nor four HT 3.0
were supported.

6.3 Contrasting utilized and implemented features of the microarchitecture of K10 servers (4)



Sockets of AMD’s
x86-64 processors [based on 42]
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2003 2004 2005 2006 2007 2008 2009 2010 2011 2012

K8
K8

Supports DDR

Socket 940 (130nm K8 UP/DP/MP servers, 90 nm K8 SC and  90 nm K8 DC (Egypt) DP/MP servers)

Socket 939 (90nm K8 SC and 90 nm K8 DC (Egypt) UP servers, K8 desktops with 128-bit mem. channel
up to the 90 nm DC (Egypt) lines)

Socket 754 (K8 desktops, mobiles with 64-bit mem. channel up to the 90 nm SC (Athens) line)

Supports DDR2 

Socket F (1207 pins, SPP, HT 2.0: DP, MP servers K8 NPT, K10)

Socket F+ (1207 pins, DPP, HT 3.0: DP, MP servers K10.5)

Socket AM2 (940 pins, SPP, HT 2.0: K8 NPT UP serv., K8 NPT, Brisbane DTs)             

Socket AM2+ (940 pins, DPP: K10 UP servers, K10 desktops,

first K10.5 Shanghai desktops) 
Socket S1g1 (638 pins, K8 NPT, Brisbane mobiles)

Socket S1g2 (638 pins, Fam. 11h mobiles)

Socket S1g3 (638 pins, K10.5 Shanghai (Caspian die) mobiles)

Socket ASB1 (812 balls BGA, Fam. 11h (Huron, Conesus dies)  UPT mobiles)

Socket ASB2 (812 balls BGA, K10.5 (Shanghai) (Geneva die), UPT mobiles)

Fam. 11h

2013 2014

K8

90 nm
1C

„Athens”

90 nm
2C

„Egypt”

65 nm
4C

„Brisbana”

65 nm
2C

„Griffin”

K8

2st Generation Platform

SPP: Single power Plane
DPP: Dual Power planes
HT 2.0: HyperTransport 2.0

HT 3.0:  HyperTransport 3.0

K8 (NPT) K10 K10.5 K10.5

90 nm
2C NPT

„Santa Rosa”

65 nm
4C

„Barcelona”

45 nm
4C, S

„Shanghai”

45 nm
6C, S

„Istambul”

S::     Servers
DT:    Desktop
M:     Mobile
UPT: Ultraportable

130 nm
1C

„SledgeH.”

1st Generation Platform

K10.5

Supports DDR3

Socket G34 (1944 pins, MP servers K10.5 „Magny-Course”, Fam. 15h)

Socket C32 (1207 pins, DP servers  K10.5 „Magny –Course, Fam. 15h)

Socket AM3 (941 pins, K10.5 Shanghai UP servers, desktops,
except first released desktops, K10.5 Istambul desktops)

Socket AM3+ (942 pins, UP servers Fam. 15h, desktops Fam. 15h)

Socket FM1 (905 balls BGA, desktops, mobiles Fam. 12h)

Socket S1g4 (638 pins, K10.5 mobile)

Socket FT1 (413 balls BGA, desktops, mobiles Fam. 14h)

Socket FT3 (769 balls BGA, desktops, mobiles Fam. 16h)

3st Generation Platform

Fam.  15h

Fam. 12h Fam. 14h

Fam. 15h

Fam. 16h

Fam. 15h

32 nm
2C APU
„Bobcat”

32 nm
4C APU
„Llano”

28 nm
4C APU
„Jaguar”

45nm
2x6C

„Magny-Course”

32 nm
2x8C

„Bulldozer”

32 nm
2x8C/4C APU 
„Piledriver”

28 nm
2x8C

„Steamroller”

45 nm
4C, DT/M

„Shanghai”

45 nm
6C, DT

„Istambul”

Fam. 16h

28 nm
4C APU
„Puma+”



Releasing the restrictions of K10 DP/MP servers caused by sticking to Socket F
in subsequent K10.5-based DP/MP lines-2

Finally, the K10.5 based dual-chip Magny-Course MP server switched to the G34 Socket.

With this Socket all previous restrictions were lifted and the Magny-Course MP server
provided support for DDR3 memory and four HT 3.0 links.
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2003 2004 2005 2006 2007 2008 2009 2010 2011 2012

K8
K8

K8 (NPT) K10 K10.5

Supports DDR

Socket 940 (130nm K8 UP/DP/MP servers, 90 nm K8 SC and  90 nm K8 DC (Egypt) DP/MP servers)

Socket 939 (90nm K8 SC and 90 nm K8 DC (Egypt) UP servers, K8 desktops with 128-bit mem. channel
up to the 90 nm DC (Egypt) lines)

Socket 754 (K8 desktops, mobiles with 64-bit mem. channel up to the 90 nm SC (Athens) line)

Supports DDR2 

Socket F (1207 pins, SPP, HT 2.0: DP, MP servers K8 NPT, K10)

Socket F+ (1207 pins, DPP, HT 3.0: DP, MP servers K10.5)

Socket AM2 (940 pins, SPP, HT 2.0: K8 NPT UP serv., K8 NPT, Brisbane DTs)             

Socket AM2+ (940 pins, DPP: K10 UP servers, K10 desktops,

first K10.5 Shanghai desktops) 
Socket S1g1 (638 pins, K8 NPT, Brisbane mobiles)

Socket S1g2 (638 pins, Fam. 11h mobiles)

Socket S1g3 (638 pins, K10.5 (Shanghai)(Caspian die) mobiles)

Socket ASB1 (812 balls BGA, Fam. 11h (Huron, Conesus dies)  UPT mobiles)

Socket ASB2 (812 balls BGA, K10.5 (Shanghai) (Geneva die), UPT mobiles)

K10.5

Fam. 11h

Sockets of AMD’s
x86-64 processors [based on 42]

2013

Fam. 12h

2014

K8

90 nm
1C

„Athens”

90 nm
2C

„Egypt”

90 nm
2C NPT
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65 nm
4C
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45 nm
4C, S

„Shanghai”

45 nm
6C, S

„Istambul”

65 nm
4C

„Brisbana”

65 nm
2C

„Griffin”

K8

2st Generation Platform

SPP: Single power Plane
DPP: Dual Power planes
HT 2.0: HyperTransport 2.0

HT 3.0:  HyperTransport 3.0

S::     Servers
DT:    Desktop
M:     Mobile
UPT: Ultraportable

130 nm
1C

„SledgeH.”

1st Generation Platform
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K10.5

Supports DDR3

Socket G34 (1944 pins, MP servers K10.5 „Magny-Course”, Fam. 15h)

Socket C32 (1207 pins, DP servers  K10.5 „Magny –Course, Fam. 15h)

Socket AM3 (941 pins, K10.5 Shanghai UP servers, desktops,
except first released desktops, K10.5 Istambul desktops)

Socket AM3+ (942 pins, UP servers Fam. 15h, desktops Fam. 15h)

Socket FM1 (905 balls BGA, desktops, mobiles Fam. 12h)

Socket S1g4 (638 pins, K10.5 mobile)

Socket FT1 (413 balls BGA, desktops, mobiles Fam. 14h)

Socket FT3 (769 balls BGA, desktops, mobiles Fam. 16h)

3st Generation Platform

Fam.  15h

Fam. 12h Fam. 14h

Fam. 15h

Fam. 16h

Fam. 15h

32 nm
2C APU
„Bobcat”

32 nm
4C APU
„Llano”

28 nm
4C APU
„Jaguar”

45nm
2x6C

„Magny-Course”

32 nm
2x8C

„Bulldozer”

32 nm
2x8C/4C APU 
„Piledriver”

28 nm
2x8C

„Steamroller”

45 nm
4C, DT/M

„Shanghai”

45 nm
6C, DT

„Istambul”

Fam. 16h

28 nm
4C APU
„Puma+”



The chosen implementation includes dual HyperTransport paths, one for HT 1 and HT2 and
another one for HT 3.0, as indicated for the HT receiver unit on the next Figure. 

Figure: The receiver part of the HyperTransport transceiver unit [55]

The HT unit operates such that in legacy mode the related legacy path and in HT 3.0 mode
the associated HT 3.0 path is activated.

In legacy mode the processor supports HT clock frequencies up to 1.0 GHz whereas in HT 3.0
mode up to 1.3 GHz.

In K10 server chips the legacy mode is activated whereas in subsequent K10.5 parts
(Shanghai lines etc.) and in K10 desktop chips from the beginning on the HT 3.0 mode.

Remark to the implementation of the HyperTransport unit [55]

6.3 Contrasting utilized and implemented features of the microarchitecture of K10 servers (8)



In contrast to DP and MP servers, K10 UP servers (designated as Budapest that were released
about 8 months later than the K10 DP/MP (Barcelona servers) were already equipped with the
Socket AM2+.

Socket AM2+ supported already HT 3.0 and dual power planes, needed for Dual Dynamic
Power management.

Subsequently, K10.5 UP servers (of the Shanghai family, designated as Suzuka) and K10.5
desktops (both of the Shanghai and the Istambul family) got already the Socket AM3 and thus
DDR3 support. 

Supporting HT 3.0 in K10 UP servers

6.3 Contrasting utilized and implemented features of the microarchitecture of K10 servers (9)



2003 2004 2005 2006 2007 2008 2009 2010 2011 2012

K8
K8

K8 (NPT) K10 K10.5

Supports DDR

Socket 940 (130nm K8 UP/DP/MP servers, 90 nm K8 SC and  90 nm K8 DC (Egypt) DP/MP servers)

Socket 939 (90nm K8 SC and 90 nm K8 DC (Egypt) UP servers, K8 desktops with 128-bit mem. channel
up to the 90 nm DC (Egypt) lines)

Socket 754 (K8 desktops, mobiles with 64-bit mem. channel up to the 90 nm SC (Athens) line)

Supports DDR2 

Socket F (1207 pins, SPP, HT 2.0: DP, MP servers K8 NPT, K10)

Socket F+ (1207 pins, DPP, HT 3.0: DP, MP servers K10.5)

Socket AM2 (940 pins, SPP, HT 2.0: K8 NPT UP serv., K8 NPT, Brisbane DTs)             

Socket AM2+ (940 pins, DPP: K10 UP servers, K10 desktops,

first K10.5 Shanghai desktops) 
Socket S1g1 (638 pins, K8 NPT, Brisbane mobiles)

Socket S1g2 (638 pins, Fam. 11h mobiles)

Socket S1g3 (638 pins, K10.5 (Shanghai)(Caspian die) mobiles)

Socket ASB1 (812 balls BGA, Fam. 11h (Huron, Conesus dies)  UPT mobiles)

Socket ASB2 (812 balls BGA, K10.5 (Shanghai) (Geneva die), UPT mobiles)

K10.5

Fam. 11h

Sockets of AMD’s
x86-64 processors [based on 42]

2013 2014

K8

90 nm
1C

„Athens”

90 nm
2C

„Egypt”

90 nm
2C NPT

„Santa Rosa”

65 nm
4C

„Barcelona”

45 nm
4C, S

„Shanghai”

45 nm
6C, S

„Istambul”

65 nm
4C

„Brisbana”

65 nm
2C

„Griffin”

K8

2st Generation Platform

SPP: Single power Plane
DPP: Dual Power planes
HT 2.0: HyperTransport 2.0

HT 3.0:  HyperTransport 3.0

S::     Servers
DT:    Desktop
M:     Mobile
UPT: Ultraportable

130 nm
1C

„SledgeH.”

1st Generation Platform

6.3 Contrasting utilized and implemented features of the microarchitecture of K10 servers (10)

K10.5

Supports DDR3

Socket G34 (1944 pins, MP servers K10.5 „Magny-Course”, Fam. 15h)

Socket C32 (1207 pins, DP servers  K10.5 „Magny –Course, Fam. 15h)

Socket AM3 (941 pins, K10.5 Shanghai UP servers, desktops,
except first released desktops, K10.5 Istambul desktops)

Socket AM3+ (942 pins, UP servers Fam. 15h, desktops Fam. 15h)

Socket FM1 (905 balls BGA, desktops, mobiles Fam. 12h)

Socket S1g4 (638 pins, K10.5 mobile)

Socket FT1 (413 balls BGA, desktops, mobiles Fam. 14h)

Socket FT3 (769 balls BGA, desktops, mobiles Fam. 16h)

3st Generation Platform

Fam.  15h

Fam. 12h Fam. 14h

Fam. 15h

Fam. 16h

Fam. 15h

32 nm
2C APU
„Bobcat”

32 nm
4C APU
„Llano”

28 nm
4C APU
„Jaguar”

45nm
2x6C

„Magny-Course”

32 nm
2x8C

„Bulldozer”

32 nm
2x8C/4C APU 
„Piledriver”

28 nm
2x8C

„Steamroller”

45 nm
4C, DT/M

„Shanghai”

45 nm
6C, DT

„Istambul”

Fam. 16h

28 nm
4C APU
„Puma+”



Die plot of the K10 Barcelona server chip [55] 
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6.4 K10 (Barcelona) server lines (1)

6.4 K10 (Barcelona) server lines

• They were introduced in 8/2007.

• They include models for UP, DP and MP servers, as indicated below.

Model numbers of the K10 Barcelona server lines

Server type Model numbers

UP servers Opteron 135x - 036x

DP servers Opteron 234x – 236x

MP servers Opteron 834x – 836x



2003-2007 2007-2008 2008-2011 2009 2009

K8
(Hammer)

K10
(Barcelona)

K10.5
(Shanghai)

K10.5
(Istanbul)

K10.5
(Magny- Course)

4P servers

See Section 4

Barcelona

(834x-836x))

Shanghai

(837x-839x)

Istambul

(8410-8430)

Magny-Course

(6100)

2P servers
Barcelona

(234x-236x)

Shanghai

(237x-239x)

Istambul

(241x-243x)

Lisbon

(4100)

1P servers
Budapest

(135x-136x)

Suzuka

(138x-139x)

High perf.
(~80-120W)

Phenom

X4-X2

Phenom II

X4-X2

Phenom II

X6-X4

Mainstream
(~60-90W)

Athlon  64

Athlon 64 X2
Athlon X2 Athlon II X4-X2

Value
(~40-60W)

Sempron Sempron

High perf.
(~30-40W)

Turion 64 X2 

(TL 6/5)

Turion 64 (ML/MT)

Phenom II

(N/P 9xx-6xx)

Turion II Ultra (M6xx)

Turion II (M/N/P 5xx)

Mainstream
(~20-30W)

Athlon 64 X2

(TK-5x/4x)

Athlon 64

(2xxx+-4xxx+)

Athlon II (M/N/P 3xx)

Sempron (M1xx)

Ultraportable

(~10-20W)

Mobile Sempron 

(2xxx+-4xxx+)

Sempron 2100 

fanless

Turion II Neo (K6xx)

Athlon II Neo (K1xx)

V-series (V1xx)

Embedded

(~10-20W)

Turion II Neo X2

Athlon II Neo X2

Athlon II Neo

Brand names of AMD’s K10-based server lines
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6.4 K10 (Barcelona) server lines (2)



Main features of the K10 server lines [149]

6.4 K10 (Barcelona) server lines (3)



Note

We point out that in the above table AMD specified power consumption by a new measure, called
the ACP value.

AMD introduced ACP along with the K10 Barcelona server line.

They understand ACP as the Average CPU Power that is the power consumption when
a processor runs a suite of server workloads that represents the breadth of typical server
application, like TPC-C, SPECcpu2006, SPECjbb2005 and STREAM.

The geometric mean of measurements, taken during running these workloads, is the ACP [136].

The ACP value may be relevant for data centers to specify power supply and cooling . 

By contrast, the TDP (Thermal Design Power) characterizes the power consumption while running
power intensive applications.

It should be emphasized that TDP is not the worst case power consumption of a processor
that can be drawn e.g. while running a “power virus” but it is the power design point for the 
cooling system.

TDP is the key input parameter for designing the cooling system of a computer.

The cooling system has to be designed such that for a power consumption of TDP the junction
temperature of the processor chip should remain below a given value.    

6.4 K10 (Barcelona) server lines (4)



We note that ACP is typically lower than TDP.

A comparison of ACP and TDP values is given in [137]. 

Accordingly, comparable ACP and TDP values are e.g. as follows: 

40 Watt ACP = 60 Watt TDP

55 Watt ACP =   79 Watt TDP

75 Watt ACP = 115 Watt TDP

105 Watt ACP = 137 Watt TDP

6.4 K10 (Barcelona) server lines (5)
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6.5 Main enhancements of K10 (Barcelona) desktops (1)

6.5 Main enhancements of K10 (Barcelona) desktops

The microarchitecture
of K10 desktops

(Greyhound1)

K10 microarchitecture

The microarchitecture
of K10 servers

(Deerhound1)

K10 desktop linesK10 server lines

Introduced: 11/2007

65 nm, up to  4 cores

Introduced: 8/2007

65 nm, up to  4 cores

The Barcelona line The Phenom lineTypical line

K10 desktops



K10 desktops – coarse block diagram [56]

(HT 3.0 link not shown)

6.5 Main enhancements of K10 (Barcelona) desktops (2)



Main innovations and enhancements of K10 desktops [8]

6.5 Main enhancements of K10 (Barcelona) desktops (3)



a) HyperTransport 3.0 support in K10 desktops

• Originally, AMD introduced the 130 nm K8 microarchitecture with HT 1.0 links operating at
0.8 GHz in 2003.

• Soon, with the introduction of 90 nm K8 cores AMD begun to use enhanced (HT 2.0) links at 
1.0 GHz link speed in 2004.

• In K10-based desktops AMD introduced already the AM2+ socket.

• Socket AM2+ supports HT 3.0 links with increased link speeds of 1.6 to 2.0 GHz
and dual power planes needed for Dual Dynamic Power Management.

Nevertheless, Socket AM2+ supports only DDR2 memory.

(DDR3 support was introduced then with the AM3 socket  in K10.5 (Shanghai)-based
desktops).

6.5 Main enhancements of K10 (Barcelona) desktops (4)



HT
version

Year
Max. HT

frequency
Max.

link width
Typical 

link width

Max. bandwidth 
at 16-bit 

unidirectional

1.0 2001 800 MHz

32-bit 16-bit

3.2 GB/s

1.1 2002 800 MHz 3.2 GB/s

2.0 2004 1.4 GHz 5.6 GB/s

3.0 2006 2.6 GHz 10.4 GB/s

3.1 2008 3.2 GHz 12.8 GB/s

Key parameters of subsequent versions of the HyperTransport standard [138]

6.5 Main enhancements of K10 (Barcelona) desktops (5)



b) Increased DDR2 speed

K10 desktops support up to DDR2-1067 memory whereas K10-based servers only DDR2-667
memory.

6.5 Main enhancements of K10 (Barcelona) desktops (6)



c) Cool’n’Quiet 2.0 

• PowerNow 2.0

• Dual Dynamic Power Management

• CoolCoore Technology,

as discussed before for the K10 Barcelona servers

• Wideband Frequency Control 

• Multi-Point Thermal Control

• C1E state.

but additionally also

It includes

6.5 Main enhancements of K10 (Barcelona) desktops (7)



c1) Wideband Frequency Control

It refers to a new scheme of frequency transitions based on the redesign of the clock generator.

Whereas on the K10 server die each core contains its own PLL [55], on the K10 desktop die
a single PLL with per core clock divider supplies the clock frequency, as indicated in the next
Figures.

6.5 Main enhancements of K10 (Barcelona) desktops (8)



OS

fref

fc1PLL

n1 – n4

Clock Control

fc2PLL

n2

fc3PLL

n3

fc4PLL

n4

fci = ni * fref

(fref. = 100 or 200 MHz)

Basic layout of the clock generator in K10 servers

• Separate PLLs for each core.

• Frequency transitions achieved by modifying the clock multiplier ni.  

This causes a PLL lock time of about 16 µs [135].

Figure: Basic layout of the clock generator in K10 servers
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OS

PLLfref

fc1
n

Clock divider

m1 – m4

Clock Control

fc2Clock divider

m2

fc3Clock divider

m3

fc4Clock divider

m4

fci = n * fref / mi
(fref = 100 or 200 MHz)

Basic layout of the clock generator in K10 desktops, called Wideband Frequency Control

• Use of a single PLL for all cores with individual (per core) clock dividers.

The clock multiplier (n) is set statically (by BIOS) and remains constant during
frequency transitions.

• Frequency transitions accomplished simply by modifying the clock dividers mi.  

No PLL lock time occurs during frequency transitions.

Figure: Basic layout of the clock generator in K10 desktops

6.5 Main enhancements of K10 (Barcelona) desktops (10)



c2) Multi-Point Thermal Control

It is a temperature sensors initiated overheating protection of the processor.

Principle of operation [59]

• The processor includes multiple thermal sensors typically at hot spots.

• The measured values will be continuously scanned.

• When the temperature exceeds a pre-set limit the P-state will be automatically reduced.

This technique is similar to Intel’s overheating protection mechanisms introduced in the Pentium 4
(2000) and its enhanced version in the mobile Core Duo (2006) processor, to be described
briefly in the Remark next.

No detailed description could be found of AMD’s Multi-Point Thermal Control mechanism.

6.5 Main enhancements of K10 (Barcelona) desktops (11)



Remark 1

Principle of Intel’s overheating protection as implemented in the Core Duo processor [62], [125]

Digital sensors

• There are digital temperature sensors (first used in Core Duo, designated by red circles)
beyond an analog sensor (indicated by a diode symbol) on the die.

6.5 Main enhancements of K10 (Barcelona) desktops (12)

http://www.intel.com/technology/itj/2006/volume10issue02/art03_power_and_thermal_management/figures/figure_7_lg.gif', 'Figure7


• Temperature values are continuously scanned and evaluated.

• When the temperature exceeds predefined values the control unit initiates appropriate actions
to avoid overheating [62].

Figure: Principle of overheating control in Intel’s Core Duo processor [62]. 
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http://www.intel.com/technology/itj/2006/volume10issue02/art03_power_and_thermal_management/figures/figure_5_lg.gif', 'Figure5


AMD’s Multi-Point Thermal Control mechanism was subsequently used also in 

• K10.5 Shanghai-based desktops (branded as Phenom II/Athlon II/Sempron),

• K10.5 Istambul-based desktops (branded as Phenom II) and

• K11 (Griffin)-based mobiles (branded as Turion X2).

It can be assumed that AMD replaced this mechanism by performance monitor based
temperature and performance control while introducing turbo mode in Family12h-based Llano
and subsequent Family 14h/15h/16h processors.

6.5 Main enhancements of K10 (Barcelona) desktops (14)



The Family 11h-based  Griffin also implements Cool’n’Quiet 2.0 including also multiple on-die
thermal  sensors through an integrated SMBUS (SB-TSI) interface (that replaces the thermal
monitor circuit chip and the SMBUS in its predecessors) [60].

An additional MEMHOT signal sent from the embedded controller to the processor can reduce
memory temperature. 

Remark
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c3) C1E state 

Aim of the C1E state

to reduce power consumption when all cores become idle through reducing supply voltage [61]. 

• If all four cores become idle (i.e. enter the C1 state) the processor enters the C1E state.

• In the C1E state

• the HT link will be deactivated,

• the system memory will be placed into a low power state,

• the internal clock generator will be shut down, and

• a lower alternative voltage may be applied to the CPU cores and the NB.

Separate voltages may be applied to the cores and the NB (in split power-plane mode).

• If the graphics card requests data from the system memory while the processor is
in the C1E state, the memory interface will be waked up from its power saving mode, 
it sends the requested data and goes back-to-sleep without waking the cores from their
C1E state.

Principle of operation
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Agena desktop die [57]

285 mm2, 463 mtrs
Barcelona server die [55]
285 mm2, 463 mtrs

Contrasting the Agena desktop and the Barcelona server die 
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6.6 K10 (Barcelona) desktop lines



2003-2007 2007-2008 2008-2011 2009 2009

K8
(Hammer)

K10
(Barcelona)

K10.5
(Shanghai)

K10.5
(Istanbul)

K10.5
(Magny- Course)

4P servers

See Section 4

Barcelona

(834x-836x))

Shanghai

(837x-839x)

Istambul

(8410-8430)

Magny-Course

(6100)

2P servers
Barcelona

(234x-236x)

Shanghai

(237x-239x)

Istambul

(241x-243x)

Lisbon

(4100)

1P servers
Budapest

(135x-136x)

Suzuka

(138x-139x)

High perf.
(~80-120W)

Phenom

X4-X2

Phenom II

X4-X2

Phenom II

X6-X4

Mainstream
(~60-90W)

Athlon  64

Athlon 64 X2
Athlon X2 Athlon II X4-X2

Value
(~40-60W)

Sempron Sempron

High perf.
(~30-40W)

Turion 64 X2 

(TL 6/5)

Turion 64 (ML/MT)

Phenom II

(N/P 9xx-6xx)

Turion II Ultra (M6xx)

Turion II (M/N/P 5xx)

Mainstream
(~20-30W)

Athlon 64 X2

(TK-5x/4x)

Athlon 64

(2xxx+-4xxx+)

Athlon II (M/N/P 3xx)

Sempron (M1xx)

Ultraportable

(~10-20W)

Mobile Sempron 

(2xxx+-4xxx+)

Sempron 2100 

fanless

Turion II Neo (K6xx)

Athlon II Neo (K1xx)

V-series (V1xx)

Embedded

(~10-20W)

Turion II Neo X2

Athlon II Neo X2

Athlon II Neo

Brand names of AMD’s K10 desktop lines
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K10 desktop lines - The cores [14]

K10

6.6 K10 (Barcelona) desktop lines (2)



Overview and main features of K10 desktop lines and cores

1 1C disabled 2 2 C disabled 3 In stepping BA/B1/B2 ther was a TLB bug that becaume repaired in stepping B3

2007 2008

Athlon X2

Kuma2

65 nm B3
285 mm2, 463 mtrs

2C, X2-7xxx
L2: 2x512 KB

L3: 4 MB
DDR2-1066, HT 3.0

9/08

Phenom X4

MP server

Barcelona
65 nm BA/B1/B2

285 mm2, 463 mtrs
4C, 83xx

L2: 4x512 KB
L3: 2 MB

DDR2-667, HT 2.0

8/07

Phenom X3

D
e
s
k
t
o
p
s

Agena
65 nm BA, B2/B3

285 mm2, 463 mtrs
4C, X4-9xxx
L2: 4x512 KB

L3: 2 MB
DDR2-1066, HT 3.0

11/07

Tollman1

65 nm BA, B2
285 mm2, 463 mtrs

3C, X3-8xxx
L2: 3x512 KB

L3: 2 MB
DDR2-1066, HT 3.0

3/08

Barcelona
65 nm B33

285 mm2, 463 mtrs
4C, 83xx

L2: 4x512 KB
L3: 2 MB

DDR2-667, HT 2.0

4/08

Agena
65 nm BA, B2/B3

285 mm2, 463 mtrs
4C, X4-9x5x
L2: 4x512 KB

L3: 2 MB
DDR2-1066, HT 3.0

3/08

Tollman1

65 nm B3
285 mm2, 463 mtrs

3C, X3-8x50
L2: 3x512 KB

L3: 2 MB
DDR2-1066, HT 3.0

4/08

Socket: AM2+

6.6 K10 (Barcelona) desktop lines (3)



TLB bug in AMD’s K10 based desktops

K10-based desktops (named as Phenom X4/X3 or Athlon X2 lines) included a TLB bug 
up to the stepping B2 that became fixed in the new stepping B3.  

6.6 K10 (Barcelona) desktop lines (4)



Overview of K10 desktop lines

1 1C disabled 2 2 C disabled 3 In stepping BA/B1/B2 ther was a TLB bug that becaume repaired in stepping B3

2007 2008

Athlon X2

Kuma2

65 nm B3
285 mm2, 463 mtrs

2C, X2-7xxx
L2: 2x512 KB

L3: 4 MB
DDR2-1066, HT 3.0

9/08

Phenom X4

MP server

Barcelona
65 nm BA/B1/B2

285 mm2, 463 mtrs
4C, 83xx

L2: 4x512 KB
L3: 2 MB

DDR2-667, HT 2.0

8/07

Phenom X3

D
e
s
k
t
o
p
s

Agena
65 nm BA, B2

285 mm2, 463 mtrs
4C, X4-9xxx
L2: 4x512 KB

L3: 2 MB
DDR2-1066, HT 3.0

11/07

Tollman1

65 nm BA, B2
285 mm2, 463 mtrs

3C, X3-8xxx
L2: 3x512 KB

L3: 2 MB
DDR2-1066, HT 3.0

3/08

Barcelona
65 nm B33

285 mm2, 463 mtrs
4C, 83xx

L2: 4x512 KB
L3: 2 MB

DDR2-667, HT 2.0

4/08

Agena
65 nm /B3

285 mm2, 463 mtrs
4C, X4-9x5x
L2: 4x512 KB

L3: 2 MB
DDR2-1066, HT 3.0

3/08

Tollman1

65 nm B3
285 mm2, 463 mtrs

3C, X3-8x50
L2: 3x512 KB

L3: 2 MB
DDR2-1066, HT 3.0

4/08

TLB bug free
B3 stepping

Socket: AM2+
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Base arch./ 
stepping

Intro
High 

perf. DT 
family

Series Techn.
Core 
count

(up to)

L2 
(up to)

L3 
(up
to)

Memory
(up to)

HT/ dir.
(up to)

Socket

K8

CG 9/2003
Claw-

Hammer
Athlon 

64
130 
nm

1 1 MB - DDR-400
HT 2.0:  
4.0 GB/s

754/
939

E4 4/2005
San 

Diego
Athlon 

64
90 nm 1 1 MB - DDR-400

HT 2.0: 
4.0 GB/s

939

E6 5/2005 Toledo
Athlon 
64 X2

90 nm 2 2*1 MB - DDR-400
HT 2.0: 
4.0 GB/s

939

E2/E3 5/2006 Windsor
Athlon 
64 X2

90 nm 2 2*1 MB - DDR2-800
HT 2.0: 
4.0 GB/s

AM2

K10
B2
B3

11/2007
3/2008

Agena
Phenom 

X4
65 nm 4 4*½ MB 2 MB DDR2-1066

HT 3.0: 
8.0 GB/s

AM2+

K10.5

C2
C2/C3

1/2009
2/2009

Deneb
Phenom 

II X4
45 nm 4 4*½MB 6 MB

DDR2-1066
DDR3-1333

HT 3.0: 
8.0 GB/s

AM2+
AM3

E0 4/2010 Thuban
Phenom 

II X6
45 nm 6 6*½MB 6 MB

DDR2-1066
DDR3-1333

HT 3.0: 
8.0 GB/s

AM3

Fam. 11h (Griffin) - - - - - - - - - -

Fam. 12h
(Llano)

6/2011 Llano
Fusion

A8
32 nm 4 4*1 M - DDR3-1866

UMI:
5 GT/s 

FM1

Fam. 14h (Bobcat) - - - - - - - - - -

Fam. 15h
Models 00h-0Fh

(Bulldozer)
10/2011 Zambezi FX-series 32 nm

4 CM
(8 C)

4x2 MB/CM 8 MB DDR3-1866
HT 3.1: 

12.8 
GB/s

AM3+

Fam. 15h
Models 10h-1Fh

(Piledriver)
10/2012 Vishera FX-series 32 nm

4 CM
(8 C)

4*2 MB/CM 8 MB DDR3-1866
HT 3.1: 

12.8 
GB/s

AM3+

No further Fam. 15h 
based lines

- - - - - - - - - -

Main features of AMD’s high-performance K10-based desktop lines 
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Main features of K10 desktop lines [139]
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Remarks to the designation of K10 desktops

2) K10/K10.5-based desktop lines are also designated as Stars lines, 

• like the Phenom line (that is the desktop version of the K10 Barcelona server line) or

• the Pnenom II line (that is the desktop version of the K10.5 Shanghai server line), 

as individual processors of the lines mentioned, like Agena, Toliman of the Phenom line, or
Deneb, Heka, Calisto etc. of the Phenom II line, are designated after names of stars.

1) K10/K10.5-based lines altogether are often designated as the Hound lines due to the names
of their underlying microarchitectures (Deerhound, Greyhound).

6.6 K10 (Barcelona) desktop lines (8)



7. The K10.5 Shanghai family

7.1 Overview of the K10.5 Shanghai family•

7.2 Key enhancements of the K10.5 Shanghai family•

7.3 K10.5 Shanghai-based server lines•

7.4 K10.5 Shanghai-based desktop lines•

7.5 K10.5 Shanghai-based mobile lines•

7.6 K10.5 Shanghai-based embedded lines•



7.1 Overview of the K10.5 Shanghai family



7.1 Overview of the K10.5 Shanghai family (1)

7.1 Overview of the K10.5 Shanghai family

• Introduced in 11/2008

• 45 nm technology vs. Barcelona’s 65 nm feature size.

• Improved IC technology to reduce leakage.

• Many improvements or enhancements to increase performance or reduce power consumption.



Table
t

K10

Hound (K10.5/Stars)

Hound (K10.5/Stars)

Bobcat Fam. 14h

Jaguar Fam. 16h

Fam. 12h

Fam. 15h
Mod. 30h-3Fh

Fam. 15h
Mod. 10h-1Fh

Brazos
(Zacate)

1-2 Cores 1MB
DX11 GPU Core

DDR3

Jaguar Fam. 16h

Fam. 15h
Mod. 00h-0Fh

Fam. 14h

S
te

a
m

r
o
lle

r

28 nm

Family 11h

Brazos
(Desna)

2 Cores 1MB
DX11 GPU Core

DDR3

Overview of AMD’s K10.5 Shanghai family [14]

7.1 Overview of the K10.5 Shanghai family (2)



2003-2007 2007-2008 2008-2011 2009 2009

K8
(Hammer)

K10
(Barcelona)

K10.5
(Shanghai)

K10.5
(Istanbul)

K10.5
(Magny- Course)

4P servers

See Section 4

Barcelona

(834x-836x))

Shanghai

(837x-839x)

Istambul

(8410-8430)

Magny-Course

(6100)

2P servers
Barcelona

(234x-236x)

Shanghai

(237x-239x)

Istambul

(241x-243x)

Lisbon

(4100)

1P servers
Budapest

(135x-136x)

Suzuka

(138x-139x)

High perf.
(~80-120W)

Phenom

X4-X2

Phenom II

X4-X2

Phenom II

X6-X4

Mainstream
(~60-90W)

Athlon  64

Athlon 64 X2
Athlon X2 Athlon II X4-X2

Value
(~40-60W)

Sempron Sempron

High perf.
(~30-40W)

Turion 64 X2 

(TL 6/5)

Turion 64 (ML/MT)

Phenom II

(N/P 9xx-6xx)

Turion II Ultra (M6xx)

Turion II (M/N/P 5xx)

Mainstream
(~20-30W)

Athlon 64 X2

(TK-5x/4x)

Athlon 64

(2xxx+-4xxx+)

Athlon II (M/N/P 3xx)

Sempron (M1xx)

Ultraportable

(~10-20W)

Mobile Sempron 

(2xxx+-4xxx+)

Sempron 2100 

fanless

Turion II Neo (K6xx)

Athlon II Neo (K1xx)

V-series (V1xx)

Embedded

(~10-20W)

Turion II Neo X2

Athlon II Neo X2

Athlon II Neo

Brand names of AMD’s K10.5h Shanghai-based processor lines
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7.1 Overview of the K10.5 Shanghai family (3)



7.2 Key enhancements of the K10.5 Shanghai family



7.2 Key enhancements of the K10.5 Shanghai family (1)

7.2 Key enhancements of the K10.5 Shanghai family

7.2.1 Overview [129]



7.2.2 Key enhancements of the K10.5  Shanghai family targeting higher performance

a) Increased L3 cache size 

Increasing L3 from 2 MB (Barcelona) to 6 MB [63], [64] 

Barcelona (65 nm)

Shanghai (45 nm)

7.2 Key enhancements of the K10.5 Shanghai family (2)



b) Increased memory speed

Implemented both in servers, desktops and mobiles, as indicated next.

7.2 Key enhancements of the K10.5 Shanghai family (3)



Base arch./ 
stepping

Intro
4P Server 

family name
Series Techn

Cores
(up to)

L2 
(up to)

L3 
(up to)

Memory
(up to)

HT/ dir.
(up to)

Sock
et

K8

C0/CG 4/2003
Sledge-
hammer

800
130 
nm

1C 1 MB - DDR-333
HT 1.0: 
3.2 GB/s

940

E4/E6 12/2004 Athens 800 90 nm 1C 1 MB - DDR-400
HT 2.0:
4.0 GB/s

940

E1/E6 4/2005 Egypt 800 90 nm 2C 2*1 MB - DDR-400
HT 2.0: 
4.0 GB/s

940

F2/F3 8/2006
Santa Rosa

(NPT)
8200 90 nm 2C 2*1 MB - DDR2-667

HT 2.0: 
4.0 GB/s

F

K10
BA/B1-

B3
8/2007 Barcelona 8300 65 nm 4C 4*1/2 MB 2 MB DDR2-667

HT 2.0:
4.0 GB/s

F

K10.5

C2/C3 11/2008 Shanghai 8300 45 nm 4C 4*1/2 MB 6 MB DDR2-800
HT 2.0/3.0: 

4.0/8.8 
GB/s

F

CE 6/2009 Istambul 8400 45 nm 6C 6*1/2 MB 6 MB DDR2-800
HT 3.0: 
9.6 GB/s

F

D1 3/2010
Magny Course
(2xIstambul)

6100 45 nm 2x6C
12*1/2 

MB
6 MB

DDR3-
1333

HT 3.1:
12.8 GB/s

G34

Fam 15h
Mod. 00h-0Fh

(Bulldozer)
11/2011

Interlagos
(2xOrochi die)

6200 32 nm
2x4 CM
(2x8 C)

2*4*
2 MB/CM

2*
8MB/
4 CM

DDR3-
1600

HT 3.1:
12.8 GB/s

G34

Fam. 15h
Mod. 10h-1Fh
(Piledriver)

11/2012
Abu Dhabi
(2 dies)

6300 32 nm
2x4 CM
(2x8 C)

2*4*
2 MB/CM 

2*
8 MB/
4 CM

DDR3-
1866

HT 3.1
12.8 GB/s

G34

Fam. 17h
Mod. 00h-0Fh 

6/2017
Epyc (2S!!)

(4 dies/proc.)
7000 14 nm

4x(2x4)
(32C)

½ MB/C 2 MB/C
DDR4-
2666

IFIS
75.8 GB/s

SP3

Main features of AMD’s K10.5 Shanghai-based server lines

.

7.2 Key enhancements of the K10.5 Shanghai family (4)



Base arch./ 
stepping

Intro
High 

perf. DT 
family

Series Techn.
Core 
count

(up to)

L2 
(up to)

L3 
(up
to)

Memory
(up to)

HT/ dir.
(up to)

Socket

K8

CG 9/2003
Claw-

Hammer
Athlon 

64
130 
nm

1 1 MB - DDR-400
HT 2.0:  
4.0 GB/s

754/
939

E4 4/2005
San 

Diego
Athlon 

64
90 nm 1 1 MB - DDR-400

HT 2.0: 
4.0 GB/s

939

E6 5/2005 Toledo
Athlon 
64 X2

90 nm 2 2*1 MB - DDR-400
HT 2.0: 
4.0 GB/s

939

E2/E3 5/2006 Windsor
Athlon 
64 X2

90 nm 2 2*1 MB - DDR2-800
HT 2.0: 
4.0 GB/s

AM2

K10
B2
B3

11/2007
3/2008

Agena
Phenom 

X4
65 nm 4 4*½ MB 2 MB DDR2-1066

HT 3.0: 
8.0 GB/s

AM2+

K10.5

C2
C2/C3

1/2009
2/2009

Deneb
Phenom 

II X4
45 nm 4 4*½MB 6 MB

DDR2-1066
DDR3-1333

HT 3.0: 
8.0 GB/s

AM2+
AM3

E0 4/2010 Thuban
Phenom 

II X6
45 nm 6 6*½MB 6 MB

DDR2-1066
DDR3-1333

HT 3.0: 
8.0 GB/s

AM3

Fam. 11h (Griffin) - - - - - - - - - -

Fam. 12h
(Llano)

6/2011 Llano
Fusion

A8
32 nm 4 4*1 M - DDR3-1866

UMI:
5 GT/s 

FM1

Fam. 14h (Bobcat) - - - - - - - - - -

Fam. 15h
Models 00h-0Fh

(Bulldozer)
10/2011 Zambezi FX-series 32 nm

4 CM
(8 C)

4x2 MB/CM 8 MB DDR3-1866
HT 3.1: 

12.8 
GB/s

AM3+

Fam. 15h
Models 10h-1Fh

(Piledriver)
10/2012 Vishera FX-series 32 nm

4 CM
(8 C)

4*2 MB/CM 8 MB DDR3-1866
HT 3.1: 

12.8 
GB/s

AM3+

No further Fam. 15h 
based lines

- - - - - - - - - -

Main features of AMD’s high-performance K10.5 Shanghai-based desktop lines

7.2 Key enhancements of the K10.5 Shanghai family (5)



Base arch./ 
stepping

Intro
High perf. 

mobile 
family name

Series Techn.
Core 
count

(up to)

L2 
(up to)

L3 Memory
(up to)

HT/ dir.
(up to)

Sock
et

K8

C0, CG 9/2003 Clawhammer
Mobile 
Athlon 

64
130 nm 1 512 KB - DDR-400

HT 1.0:
3.2 GB/s

754

E5 3/2005 Lancaster
Turion 

64
90 nm 1 1 MB - DDR-400

HT 1.0:
3.2 GB/s

754

F2 5/2006 Trinidad
Turion 
64 X2

90 nm 2 2*512 KB - DDR2-667
HT 1.0:
3.2 GB/s

S1

K10 - - - - - - - - - - -

K10.5

DA-C2 9/2009 Caspian Turion II 45 nm 2
2*512 KB/
2*1 MB1 - DDR2-800

HT 3.0: 
7.2 GB/s

S1g3

DA-C3 5/2010 Champlain
Turion 

X4
45 nm 4 4*512 KB - DDR3-1066

HT 3.0: 
7.2 GB/s

S1g4

1: 2*512 KB for Turion II,    2*1 MB for Turion II Ultra

Main features of AMD’s high performance K10.5 Shanghai-based mobile lines  

7.2 Key enhancements of the K10.5 Shanghai family (6)



Spreading of K10.5 Shanghai cores in AMD’s desktop and mobile lines – Overview [14]

7.2 Key enhancements of the K10.5 Shanghai family (7)



c) HT 3.0 links for DP and MP servers

AMD implemented HT 3.0 links as early as on the K10 Barcelona server die, nevertheless,
K10 DP and MP servers could not make use of it, since AMD insisted on the Socket F
just introduced for the previous K8 NPT line for reasons of compatibility.

So HT 3.0, implemented on the die, became available only for K10 UP servers and desktops 
along with a new socket (AM2+).

With their K10.5 Shanghai family AMD initially replaced the former Socket F (Fr1) to the 
the Socket F+ (more precisely Fr2) to allow the utilization of Dual Dynamic Power Management
(i.e. dual power planes).

Socket Fr2 however, supported only HT 2.0.

Only the second major wave of K10.5 Shanghai DP/MP servers, launched about half a year after
the initial release, gave support  for HT 3.0 links, as indicated for K10.5 Shanghai MP servers
in the next table.

These processor need however, an enhanced Socket F termed as Socket Fr5.

We note that Socket Fr5 has the same pin count as previous Socket F versions (1207 pins).  

7.2 Key enhancements of the K10.5 Shanghai family (8)



Model 
Number

Step. Freq. L2-Cache
L3-

Cache
HT Mult Voltage ACP TDP Socket Release Date

C2, Quad Core

Opteron 
8378

C2 2.4 GHz 4x 512 KB 6 MB 1 GHz[7] 12x 1.35 75 W 115 W
Socket

Fr2
November 13, 2008

Opteron 
8380

C2 2.5 GHz 4x 512 KB 6 MB 1 GHz[7] 12.5x 1.35 75 W 115 W
Socket

Fr2
November 13, 2008

Opteron 
8382

C2 2.6 GHz 4x 512 KB 6 MB 1 GHz[7] 13x 1.35 75 W 115 W
Socket

Fr2
November 13, 2008

Opteron 
8384

C2 2.7 GHz 4x 512 KB 6 MB 1 GHz[7] 13.5x 1.35 75 W 115 W
Socket

Fr2
November 13, 2008

Opteron 
8386 SE

C2 2.8 GHz 4x 512 KB 6 MB 1 GHz[7] 14x 1.325 105 W 137 W
Socket F

Fr2
January 26, 2009

Opteron 
8387

C2 2.8 GHz 4x 512 KB 6 MB 2.2 GHz 14x 1.325 75 W 115 W
Socket

Fr5
April 22, 2009

Opteron 
8389

C2 2.9 GHz 4x 512 KB 6 MB 2.2 GHz 14.5x 1.325 75 W 115 W
Socket

Fr5
April 22, 2009

Opteron 
8393 SE

C2 3.1 GHz 4x 512 KB 6 MB 2.2 GHz 15.5x 1.325 105 W 137 W
Socket

Fr5
April 22, 2009

Main features of K10.5 Shanghai MP servers [133] 

HT speed of 1.0 GHz: HT 2.0

HT speed of 2.2 GHz: HT 3.0

7.2 Key enhancements of the K10.5 Shanghai family (9)



Nevertheless, from the 4 HT 3.0 links implemented on the die (since the K10 Barcelona
implementation), further on only 3 HT links are supported in K10.5 MP servers, as utilizing
all four links requires a substantially new platform.

This happened subsequently for the K10.5 Magny-Course MP server. with the Socket G34.

7.2 Key enhancements of the K10.5 Shanghai family (10)



Achieved performance increase - Shanghai vs. Barcelona [140]

7.2 Key enhancements of the K10.5 Shanghai family (11)



7.7.3 AMD’s power management techniques K8 – Family 15h (Bulldozer) (based on [53]) 

AMD PowerNow Technology

First in single-core x52 Opterons

(Rev. E 2/2005)

TDP Power Cap

Module C6 state

Module power gating

Ultra low-voltage DDR3

Advanced Platform Management Link

160 W

150 W

140 W

130 W

120 W

110 W

90 W

100 W

80 W

70 W

60 W

50 W

40 W

30 W

20 W

10 W

0 W

160

150

140

130

120

110

90

100

80

70

60

50

40

30

20

10

0

2003
Single-Core

AMD Opteron
Processor

Rev. B

2004
Single-Core

AMD Opteron
Processor

Rev. E

2005
Dual-Core

AMD Opteron
Processor

Rev. E

2006
Dual-Core

AMD Opteron
Processor

Rev. F

2007
Quad-Core

AMD Opteron
Processor
Codename
„Barcelona”

2008
Quad-Core

AMD Opteron
Processor
Codename
„Shanghai”

2009
Six-Core

AMD Opteron
Processor
Codename
„Istanbul”

2010
12-Core

AMD Opteron
Processor
Codename

„Magny Cours”

2011
16-Core

AMD Opteron
Processor
Codename
„Interlagos”

Integer Performance
Floating Point Performance
per-socket TDP
per-core TDP

AMD CoolCoreTM Technology

Dual Dynamic Power Management

Independent Dynamic Core Engagement

Advanced Platform

Management Link

AMD CoolSpeed Technology

C1E power-state

DDR3 LV Memory

AMD Smart Fetch Technology

AMD PowerCap Manager

AMD CoolCoreTM Technology on L3

7.2 Key enhancements of the K10.5 Shanghai family (12)



a) AMD Smart Fetch Technology [65], [66]

(Clock gating at the core level).

Aim
Reducing the power consumption of idle cores.

The problem to be amended arises from snoops initiated by active cores for L1 or L2 data 
of idle cores (exclusive cache!), as these snoops might wake up a sleeping core causing
higher power consumption.

E.g.

7.2 Key enhancements of the K10.5 Shanghai family (13)



• dumping the contents of L1 and L2 caches of the idle core into the L3 cache and then

• let enter the idle core to the clock gated C1 state (with clocking shut down). 

Smart Fetch Technology avoids waking up an idle core by

This results in a power saving of ~ 5 W per core [66] or

to a power reduction of an idle processor from ~ 25 W (Barcelona) to ~ 10 W (Shanghai).

Principle of the Smart Fetch Technology

7.2 Key enhancements of the K10.5 Shanghai family (14)



Remark [66]

Smart Fetch Technology could not be introduced in Barcelona as 2 MB L3 cache size 
was too small to dump the L1 and L2 caches of all 3 cores (3x(64+64) KB +3x512 KB) into
L3 while leaving enough room for operation.

A further improvement of this technique is when an idle core goes into the hardware controlled
C1E state with lower supply voltage (as in the Magny-Course) or even with power gating 
while shutting down the supply voltage (as in the Bulldozer processor, termed as the C6 state)
rather than  putting it into the merely clock gated C1 state. 

7.2 Key enhancements of the K10.5 Shanghai family (15)



b) AMD PowerCap Manager-1 [67]

• It is a BIOS extension to limit maximum power consumption during operation.

• The BIOS option caps clock frequency and voltage with four options: 

- Disabled full-range voltage and clock frequency, no effective power savings 

- 1 – Caps power consumption to 70% of normal, effectively saving 30% power 

- 2 – Caps power consumption to 60% of normal, effectively saving 40% power 

- 3 – Caps power consumption to 40% of normal, effectively saving 60% power

• This feature is targeted at data center operations when power consumption is more critical
than absolute performance (such as in case of cloud computing workloads).

7.2 Key enhancements of the K10.5 Shanghai family (16)



b) AMD PowerCap Manager-2 [65]

AMD PowerCap manager requires no special drivers, operating systems or hypervisor
support.

7.2 Key enhancements of the K10.5 Shanghai family (17)



b) AMD PowerCap Manager-3 [65]

7.2 Key enhancements of the K10.5 Shanghai family (18)



c) Extension of the CoolCore Technology to the L3 cache [65]

• If sections of the L3 cache are not used, they can be turned off to save power.

• L3 cache can be gated in 4 sections

• 2x1MB blocks

• 2x2MB blocks.

7.2 Key enhancements of the K10.5 Shanghai family (19)



Performance per power ratios Shanghai vs. Barcelona [65]

Results obtained while comparing performance per power ratios at 2.3 GHz processor frequencies.

7.2 Key enhancements of the K10.5 Shanghai family (20)



These topics will not be discussed here.

7.7.4 Key enhancements of the K10.5 Shanghai family targeting increased efficiency of
virtualization and RAS

7.2 Key enhancements of the K10.5 Shanghai family (21)



Contrasting particular features of AMD’s and Intel’s processors [66] 

7.2 Key enhancements of the K10.5 Shanghai family (22)



Egyetlen K10.5 mag L2/L3 cache nélkül

Die shot and floor plan of the Shanghai die [72]

7.2 Key enhancements of the K10.5 Shanghai family (23)



7.3 K10.5 Shanghai-based server lines



7.3 K10.5 Shanghai-based server lines (1)

7.3 K10.5 Shanghai –based server lines

Overview of subsequent K10/K10.5  DP/MP server implementations [88]



AMD Shanghai Overview

Model CPU Clock MC Clock

Opteron 2384 2.7GHz 2.2GHz

Opteron 2382 2.6GHz 2.2GHz

Opteron 2380 2.5GHz 2.0GHz

Opteron 2378 2.4GHz 2.0GHz

Opteron 2376 2.3GHz 2.0GHz

Opteron 8384 2.7GHz 2.2GHz

Opteron 8382 2.6GHz 2.2GHz

Opteron 8380 2.5GHz 2.0GHz

Opteron 8378 2.4GHz 2.0GHz

First introduced K10.5 Shanghai Opteron DP and MP models [141] 

7.3 K10.5 Shanghai-based server lines (2)



7.4 K10.5 Shanghai-based desktop lines



7.4 K10.5 Shanghai-based desktop lines (1)

AMD’s K10.5 Shanghai-based desktop lines - Overview [14]

K10

K10.5

K12

K15

K11



7.4 K10.5 Shanghai desktop lines  

Brand names [68]

7.4 K10.5 Shanghai-based desktop lines (2)



2003-2007 2007-2008 2008-2011 2009 2009

K8
(Hammer)

K10
(Barcelona)

K10.5
(Shanghai)

K10.5
(Istanbul)

K10.5
(Magny- Course)

4P servers

See Section 4

Barcelona

(834x-836x))

Shanghai

(837x-839x)

Istambul

(8410-8430)

Magny-Course

(6100)

2P servers
Barcelona

(234x-236x)

Shanghai

(237x-239x)

Istambul

(241x-243x)

Lisbon

(4100)

1P servers
Budapest

(135x-136x)

Suzuka

(138x-139x)

High perf.
(~80-120W)

Phenom

X4-X2

Phenom II

X4-X2

Phenom II

X6-X4

Mainstream
(~60-90W)

Athlon  64

Athlon 64 X2
Athlon X2 Athlon II X4-X2

Value
(~40-60W)

Sempron Sempron

High perf.
(~30-40W)

Turion 64 X2 

(TL 6/5)

Turion 64 (ML/MT)

Phenom II

(N/P 9xx-6xx)

Turion II Ultra (M6xx)

Turion II (M/N/P 5xx)

Mainstream
(~20-30W)

Athlon 64 X2

(TK-5x/4x)

Athlon 64

(2xxx+-4xxx+)

Athlon II (M/N/P 3xx)

Sempron (M1xx)

Ultraportable

(~10-20W)

Mobile Sempron 

(2xxx+-4xxx+)

Sempron 2100 

fanless

Turion II Neo (K6xx)

Athlon II Neo (K1xx)

V-series (V1xx)

Embedded

(~10-20W)

Turion II Neo X2

Athlon II Neo X2

Athlon II Neo

Brand names of AMD’s 10.5h Shanghai-based processor lines
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7.4 K10.5 Shanghai-based desktop lines (3)



AMD-s K10.5-based native desktop dies

RegorDeneb Propus

4C
L2: 512 KB/C

L3: -

169 mm2, 300 mtrs

2C
L2:1 MB/C

L3: -

117 mm2, 234 mtrs

4 C
L2: 512 KB/C

L3: 6 MB

258 mm2, 750 mtrs

AMD-s K10.5 Shanghai-based native desktop dies

7.4 K10.5 Shanghai-based desktop lines (4)



1 For X4 8xx: L3 = 4MB

1/111/09

2009 2010

Sempron

Athlon II

2011

Phenom II

4C

3C

2C

4C

3C

2C

1C

1C

2/09

Callisto
Two Cs disabled

X2 500

6/09

Deneb
258 mm2, 750 mtrs

L2: 512 KB/C
L3: 6 MB

X4 8xx/9xx1

Regor
117 mm2, 234 mtrs
L2: 1 MB/C, L3: -

X2 2xx

Sargas
One C disabled

1xx

7/09

Propus
169 mm2, 300 mtrs
L2: 512 KB/C, L3:_

X4 6xx

9/09

Rana
One C disabled

X3 4xx

Sargas
One C disabled

160

10/09

Propus
169 mm2, 300 mtrs

L2: 512 KB/C
L3: -

X4 840/850

Regor
117 mm2, 234 mtrs

L2: 1 MB/C
L3: -

X2 511/521

1/11

6/09

9/09

Heka
One C disabled

X3 7xx

AMD’s K10.5 Shanghai-based desktop dies and desktop lines

Socket: AM3
(except Deneb: AM2+/AM3)
Memory: DDR2-1066

DDR3-1333 

7.4 K10.5 Shanghai-based desktop lines (5)



Base arch./ 
stepping

Intro
High 

perf. DT 
family

Series Techn.
Core 
count

(up to)

L2 
(up to)

L3 
(up
to)

Memory
(up to)

HT/ dir.
(up to)

Socket

K8

CG 9/2003
Claw-

Hammer
Athlon 

64
130 
nm

1 1 MB - DDR-400
HT 2.0:  
4.0 GB/s

754/
939

E4 4/2005
San 

Diego
Athlon 

64
90 nm 1 1 MB - DDR-400

HT 2.0: 
4.0 GB/s

939

E6 5/2005 Toledo
Athlon 
64 X2

90 nm 2 2*1 MB - DDR-400
HT 2.0: 
4.0 GB/s

939

E2/E3 5/2006 Windsor
Athlon 
64 X2

90 nm 2 2*1 MB - DDR2-800
HT 2.0: 
4.0 GB/s

AM2

K10
B2
B3

11/2007
3/2008

Agena
Phenom 

X4
65 nm 4 4*½ MB 2 MB DDR2-1066

HT 3.0: 
8.0 GB/s

AM2+

K10.5

C2
C2/C3

1/2009
2/2009

Deneb
Phenom 

II X4
45 nm 4 4*½MB 6 MB

DDR2-1066
DDR3-1333

HT 3.0: 
8.0 GB/s

AM2+
AM3

E0 4/2010 Thuban
Phenom 

II X6
45 nm 6 6*½MB 6 MB

DDR2-1066
DDR3-1333

HT 3.0: 
8.0 GB/s

AM3

Fam. 11h (Griffin) - - - - - - - - - -

Fam. 12h
(Llano)

6/2011 Llano
Fusion

A8
32 nm 4 4*1 M - DDR3-1866

UMI:
5 GT/s 

FM1

Fam. 14h (Bobcat) - - - - - - - - - -

Fam. 15h
Models 00h-0Fh

(Bulldozer)
10/2011 Zambezi FX-series 32 nm

4 CM
(8 C)

4x2 MB/CM 8 MB DDR3-1866
HT 3.1: 

12.8 
GB/s

AM3+

Fam. 15h
Models 10h-1Fh

(Piledriver)
10/2012 Vishera FX-series 32 nm

4 CM
(8 C)

4*2 MB/CM 8 MB DDR3-1866
HT 3.1: 

12.8 
GB/s

AM3+

No further Fam. 15h 
based lines

- - - - - - - - - -

Main features of AMD’s high-performance K10.5 Deneb-based desktop line 

7.4 K10.5 Shanghai-based desktop lines (6)



AMD-s K10.5 Shanghai-based native desktop dies

RegorDeneb Propus

4C
L2: 512 KB/C

L3: -

169 mm2, 300 mtrs

2C
L2:1 MB/C

L3: -

117 mm2, 234 mtrs

4 C
L2: 512 KB/C

L3: 6 MB

258 mm2, 758 mtrs

[69] [70] [71]

7.4 K10.5 Shanghai-based desktop lines (7)



Shanghai core [72]

Deneb core [69]

4 C
L2: 512 KB/C

L3: 6 MB
258 mm2, 758 mtrs

4 C
L2: 512 KB/C

L3: 6 MB
258 mm2, 758 mtrs

Contrasting the K10.5 Shanghai-based server and Deneb desktop dies 

7.4 K10.5 Shanghai-based desktop lines (8)



Deneb 45 nm [69]

Performance desktop
L3: 6 MB

258 mm2, 758 mtrs

Contrasting the K10.5-based Deneb and Propus desktop dies

Propus 45 nm [70]

Mainstream desktop
no L3

169 mm2, 300 mtrs

7.4 K10.5 Shanghai-based desktop lines (9)



Deneb 45 nm [69]

Performance desktop
L3: 6 MB

258 mm2, 758 mtrs

Regor 45 nm [71]

Mainstream desktop
no L3

117 mm2, 234 mtrs

Contrasting the K10.5-based Deneb and Regor desktop dies

7.4 K10.5 Shanghai-based desktop lines (10)



758 mtrs 258 mm2

Deriving the Deneb X4 800/Heka/Calisto lines from the Deneb X4 900 line [73]

One core 
disabled

Two cores
disabled

2 MB L3
disabled

7.4 K10.5 Shanghai-based desktop lines (11)



Remarks to the implementation of DVFS in K10.5 Shanghai-based (Phenom II) processors
[74], [75]

• In the K10 Barcelona-based Phenom line all four cores could run at different clock speed, i.e.
all cores had separate clock domains.

But under Windows Vista separate clock domains cause an efficiency problem for single threaded
applications as the OS scheduler migrated the single thread to all cores in a round-robin
fashion. 

Switching threads from one core to another, however reduces efficiency.

• To avoid this problem, in the Phenom II line AMD switched back to their previous core
coordination policy and use BIOS code to lock clock frequencies of all four cores together.

• Nevertheless, in Windows 7 (introduced in 10/2009) Microsoft changed the scheduler policy
of the OS and for single threaded applications lets run a single core without interruption,
so all idle cores can enter a low power state (C1E).

• Accordingly, in their Phenom II X6 Istambul line (introduced in 4/2010) AMD implemented
again separate clock planes for the cores (but a common voltage plane for all six cores).

7.4 K10.5 Shanghai-based desktop lines (12)



7.5 K10.5 Shanghai-based mobile lines



7.5 K10.5 Shanghai-based mobile lines (1)

7.5 K10.5 Shanghai-based mobile lines - Overview [14]

K10

K10.5

K12

K15

K11



2003-2007 2007-2008 2008-2011 2009 2009

K8
(Hammer)

K10
(Barcelona)

K10.5
(Shanghai)

K10.5
(Istanbul)

K10.5
(Magny- Course)

4P servers

See Section 4

Barcelona

(834x-836x))

Shanghai

(837x-839x)

Istambul

(8410-8430)

Magny-Course

(6100)

2P servers
Barcelona

(234x-236x)

Shanghai

(237x-239x)

Istambul

(241x-243x)

Lisbon

(4100)

1P servers
Budapest

(135x-136x)

Suzuka

(138x-139x)

High perf.
(~80-120W)

Phenom

X4-X2

Phenom II

X4-X2

Phenom II

X6-X4

Mainstream
(~60-90W)

Athlon  64

Athlon 64 X2
Athlon X2 Athlon II X4-X2

Value
(~40-60W)

Sempron Sempron

High perf.
(~30-40W)

Turion 64 X2 

(TL 6/5)

Turion 64 (ML/MT)

Phenom II

(N/P 9xx-6xx)

Turion II Ultra (M6xx)

Turion II (M/N/P 5xx)

Mainstream
(~20-30W)

Athlon 64 X2

(TK-5x/4x)

Athlon 64

(2xxx+-4xxx+)

Athlon II (M/N/P 3xx)

Sempron (M1xx)

Ultraportable

(~10-20W)

Mobile Sempron 

(2xxx+-4xxx+)

Sempron 2100 

fanless

Turion II Neo (K6xx)

Athlon II Neo (K1xx)

V-series (V1xx)

Embedded

(~10-20W)

Turion II Neo X2

Athlon II Neo X2

Athlon II Neo

Brand names of AMD’s K10.5h Shanghai-based mobile lines
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7.5 K10.5 Shanghai-based mobile lines (2)



AMD’s K10.5 Shanghai-based native mobile dies

Champlain
(Propus based)

Caspian

(Regor based)

4C
L2: 512 KB/C

L3: -
169 mm2, 300 mtrs

2 C
L2: 1 MB/C

L3: -
117 mm2, 234 mtrs 

AMD’s K10.5 Shanghai-based native mobile dies

Geneva

(Regor based)

2 C
L2: 1 MB/C

L3: -
117 mm2, 234 mtrs

7.5 K10.5 Shanghai-based mobile lines (3)



AMD’s K10.5 Shanghai-based native mobile dies and mobile lines-1

2009 2010

Sempron
mobile

Turion II

2011

Phenom II
mobile

4C

3C

2C

2C

2C

2C

1C

1C

Caspian
(Regor based)
L2: 1 MB/C1

L3: -

M6xx/M3xx

M5xx

M3xx

M1xx

9/09

Turion II
Ultra

Athlon II
mobile

V-series
1 For M5 xx/M3xx/M1xx: L2=512 KB/C

2 For P/N 5xx L2=1MB/C

Champlain
(Propus based)
L2: 512 KB/C2   

L3: -

P/N 9xx

P/N 8xx

P/N 6xx

P/N 5xx

P/N 3xx

1C, V1xx

5/10

Sockets
Caspian: S1g3

Champlain: S1g4

7.5 K10.5 Shanghai-based mobile lines (4)



Base arch./ 
stepping

Intro
High perf. 

mobile 
family name

Series Techn.
Core 
count

(up to)

L2 
(up to)

L3 Memory
(up to)

HT/ dir.
(up to)

Sock
et

K8

C0, CG 9/2003 Clawhammer
Mobile 
Athlon 

64
130 nm 1 512 KB - DDR-400

HT 1.0:
3.2 GB/s

754

E5 3/2005 Lancaster
Turion 

64
90 nm 1 1 MB - DDR-400

HT 1.0:
3.2 GB/s

754

F2 5/2006 Trinidad
Turion 
64 X2

90 nm 2 2*512 KB - DDR2-667
HT 1.0:
3.2 GB/s

S1

K10 - - - - - - - - - - -

K10.5

DA-C2 9/2009 Caspian Turion II 45 nm 2
2*512 KB/
2*1 MB1 - DDR2-800

HT 3.0: 
7.2 GB/s

S1g3

DA-C3 5/2010 Champlain
Turion 

X4
45 nm 4 4*512 KB - DDR3-1066

HT 3.0: 
7.2 GB/s

S1g4

1: 2*512 KB for Turion II,    2*1 MB for Turion II Ultra

Main features of AMD’s high performance K10.5 Shanghai-based mobile lines  

7.5 K10.5 Shanghai-based mobile lines (5)



AMD-s K10.5 Shanghai-based native mobile dies

Champlain
(Propus based)

Caspian/Geneva )

(Regor based)

4C
L2: 512 KB/C

L3: -
169 mm2, 300 mtrs 

2 C
L2: 1 MB/C

L3: -
117 mm2, 234 mtrs

[77]

[78]

7.5 K10.5 Shanghai-based mobile lines (6)



Caspian
45 nm

mainstream
notebook

die

Regor
45 nm

desktop
die

117 mm2
234 mtrs

117 mm2

234 mtrs

Contrasting the Caspian [77] and the Regor [71] dies

7.5 K10.5 Shanghai-based mobile lines (7)



Turion II Neo

2010

2C

2C

1C

Athlon II Neo

V-series

2 In V105: L2=512 KB

AMD’s K10.5 Shanghai-based mobile lines-2 (45 nm)

K685-K625
(15W)

V10
5

(9W
)

5/101 1/11

1 Some  of the models indicated were introduced only in 1/2011

Ultraportable mobiles

Socket ASB2 BGA

1CAthlon II Neo
K145/K125

(12 W)

K345/K325
(12 W)

V105
(9 W)

K6x5

(15 W)

Geneva
(Regor based)

L2: 1 MB2

L3: -

7.5 K10.5 Shanghai-based mobile lines (8)



The ASB2 BGA Socket

It is an update of the ASB1 BGA Socket introduced one year before. 

The ASB1 BGA Socket [102]

7.5 K10.5 Shanghai-based mobile lines (9)



Remark

The Geneva-based ultraportable processor family is part of AMD’s Nile mobile platform and
is actually AMD’s third ultraportable family.

The first two ultraportable families were as follows [150]:

1. Ultraportable Yukon platform:

Based on the 65 nm single core Huron die (belonging to the Family 11h Griffin lines).

Introduced in 1/2009, available in 4/2009.

2. Ultraportable Congo platform:

Based on the 65 nm dual core Conesus die (belonging to the Family 11h Griffin lines).

Introduced in in 8/2009.

Both processor lines had ASB1 BGA sockets to allow direct soldering onto the mainboard. 

AMD’s ultraportable processor families can be considered as competing parts to Intel’s
45 nm low power Atom family announced in 3/2008 with availability in 4/2009.

7.5 K10.5 Shanghai-based mobile lines (10)



Model Number Frequency L2-Cache FPU width[8] HT Multiplier1 TDP Socket Release date

Turion II K625 1500 MHz 2 × 1 MB 128-bit 1600 MHz 7.5x 15 W Socket ASB2 May 12, 2010

Turion II K645 1600 MHz 2 × 1 MB 128-bit 1600 MHz 8x 15 W Socket ASB2 January 4, 2011

Turion II K665 1700 MHz 2 × 1 MB 128-bit 1600 MHz 8.5x 15 W Socket ASB2 May 12, 2010

Turion II K685 1800 MHz 2 × 1 MB 128-bit 1600 MHz 9x 15 W Socket ASB2 January 4, 2011

Model Number Frequency L2-Cache FPU width[8] HT Multiplier1 TDP Socket Release date

Athlon II K325 1300 MHz 2 × 1 MB 64-bit 1000 MHz 6.5x 12 W Socket ASB2 May 12, 2010

Athlon II K345 1400 MHz 2 × 1 MB 64-bit 1000 MHz 7x 12 W Socket ASB2 January 4, 2011

Model Number Frequency L2-Cache FPU width[8] HT Multiplier1 TDP Socket Release date

Athlon II K125 1700 MHz 1 MB 64-bit 1000 MHz 8.5x 12 W Socket ASB2 May 12, 2010

Athlon II K145 1800 MHz 1 MB 64-bit 1000 MHz 9x 12 W Socket ASB2 January 4, 2011

Model Number Frequency L2-Cache FPU width[8] HT Multiplier1 TDP Socket Release date

V 105 1200 MHz 512 KB 64-bit 1000 MHz 6x 9 W Socket ASB2 May 12, 2010

Turion II Neo

Athlon II Neo

Athlon II Neo

V series processors

Main features of K10.5 Shanghai-based ultraportable mobiles [7] 

7.5 K10.5 Shanghai-based mobile lines (11)



7.6 K10.5 Shanghai-based embedded lines



2003-2007 2007-2008 2008-2011 2009 2009

K8
(Hammer)

K10
(Barcelona)

K10.5
(Shanghai)

K10.5
(Istanbul)

K10.5
(Magny- Course)

4P servers

See Section 4

Barcelona

(834x-836x))

Shanghai

(837x-839x)

Istambul

(8410-8430)

Magny-Course

(6100)

2P servers
Barcelona

(234x-236x)

Shanghai

(237x-239x)

Istambul

(241x-243x)

Lisbon

(4100)

1P servers
Budapest

(135x-136x)

Suzuka

(138x-139x)

High perf.
(~80-120W)

Phenom

X4-X2

Phenom II

X4-X2

Phenom II

X6-X4

Mainstream
(~60-90W)

Athlon  64

Athlon 64 X2
Athlon X2 Athlon II X4-X2

Value
(~40-60W)

Sempron Sempron

High perf.
(~30-40W)

Turion 64 X2 

(TL 6/5)

Turion 64 (ML/MT)

Phenom II

(N/P 9xx-6xx)

Turion II Ultra (M6xx)

Turion II (M/N/P 5xx)

Mainstream
(~20-30W)

Athlon 64 X2

(TK-5x/4x)

Athlon 64

(2xxx+-4xxx+)

Athlon II (M/N/P 3xx)

Sempron (M1xx)

Ultraportable

(~10-20W)

Mobile Sempron 

(2xxx+-4xxx+)

Sempron 2100 

fanless

Turion II Neo (K6xx)

Athlon II Neo (K1xx)

V-series (V1xx)

Embedded

(~10-20W)

Turion II Neo X2

Athlon II Neo X2

Athlon II Neo

Brand names of AMD’s K10.5 Shanghai-based embedded lines
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7.6 K10.5 Shanghai-based embedded lines (1)



AMD’s K10.5 Shanghai-based embedded lines 

These lines are actually the same as the K10.5 Shanghai-based ultraportable mobile lines,
as indicated below.

Turion II Neo

2010

2C

2C

1C

Athlon II Neo

V-series

2 In V105: L2=512 KB

K685-K625
(15W)

V105
(9W)

5/101

1/11

1 Some  of the models indicated were introduced only in 1/2011

Ultraportable mobiles

Socket ASB2 BGA

1CAthlon II Neo
K145/K125

(12 W)

K345/K325
(12 W)

V105
(9 W)

K6x5

(15 W)

Geneva
(Regor based)

L2: 1 MB2

L3: -

7.6 K10.5 Shanghai-based embedded lines (2)



The K10.5 Shanghai-based embedded lines – The related platform [142]

7.6 K10.5 Shanghai-based embedded lines (3)



The ASB2 BGA Socket

It is an update of the ASB1 BGA Socket introduced one year before. 

The ASB1 BGA Socket [102]

7.6 K10.5 Shanghai-based embedded lines (4)



8. The K10.5 Istambul family

8.1 Overview of the K10.5 Istambul family•

8.2 K10.5 Istambul-based server lines•

8.3 K10.5 Istambul-based desktop lines•



8.1 Overview of the K10.5 Istambul family



8.1 Overview of the K10.5 Istambul family (1)

8.1 Overview of the K10.5 Istambul family

AMD designed first a server die and then an upgraded desktop die for their K10.5 Istambul-based
servers and desktops, as indicated below.

K10.5 Istambul
desktop die

K10.5 Istambul desktop lines

K10.5 Istambul processor dies

K10.5 Istambul
server die

K10.5 Istambul server lines

4/20106/2009

45 nm
up to  6 cores

The Istambul MP line The Phenom II X6 lineTypical line

Introduced: 

45 nm with high-k dielectric [143]

up to  6 cores



Overview of subsequent K10/K10.5  DP/MP server implementations [88]

8.1 Overview of the K10.5 Istambul family (2)



Table
t

K10

Hound (K10.5/Stars)

Hound (K10.5/Stars)

Bobcat Fam. 14h

Jaguar Fam. 16h

Fam. 12h

Fam. 15h
Mod. 30h-3Fh

Fam. 15h
Mod. 10h-1Fh

Brazos
(Zacate)

1-2 Cores 1MB
DX11 GPU Core

DDR3

Jaguar Fam. 16h

Fam. 15h
Mod. 00h-0Fh

Fam. 14h

S
te

a
m

r
o
lle

r

28 nm

Family 11h

Brazos
(Desna)

2 Cores 1MB
DX11 GPU Core

DDR3

AMD’s K10.5 Istambul-based processor lines – Overview [14]

8.1 Overview of the K10.5 Istambul family (3)



2003-2007 2007-2008 2008-2011 2009 2009

K8
(Hammer)

K10
(Barcelona)

K10.5
(Shanghai)

K10.5
(Istanbul)

K10.5
(Magny- Course)

4P servers

See Section 4

Barcelona

(834x-836x))

Shanghai

(837x-839x)

Istambul

(8410-8430)

Magny-Course

(6100)

2P servers
Barcelona

(234x-236x)

Shanghai

(237x-239x)

Istambul

(241x-243x)

Lisbon

(4100)

1P servers
Budapest

(135x-136x)

Suzuka

(138x-139x)

High perf.
(~80-120W)

Phenom

X4-X2

Phenom II

X4-X2

Phenom II

X6-X4

Mainstream
(~60-90W)

Athlon  64

Athlon 64 X2
Athlon X2 Athlon II X4-X2

Value
(~40-60W)

Sempron Sempron

High perf.
(~30-40W)

Turion 64 X2 

(TL 6/5)

Turion 64 (ML/MT)

Phenom II

(N/P 9xx-6xx)

Turion II Ultra (M6xx)

Turion II (M/N/P 5xx)

Mainstream
(~20-30W)

Athlon 64 X2

(TK-5x/4x)

Athlon 64

(2xxx+-4xxx+)

Athlon II (M/N/P 3xx)

Sempron (M1xx)

Ultraportable

(~10-20W)

Mobile Sempron 

(2xxx+-4xxx+)

Sempron 2100 

fanless

Turion II Neo (K6xx)

Athlon II Neo (K1xx)

V-series (V1xx)

Embedded

(~10-20W)

Turion II Neo X2

Athlon II Neo X2

Athlon II Neo

Brand names of AMD’s K10.5 Istambul-based processor lines
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8.1 Overview of the K10.5 Istambul family (4)



8.2 K10.5 Istambul-based server lines



8.2 K10.5 Istambul-based server lines (1)

8.2 K10.5 Istambul-based server lines

K10.5 Istambul
desktop die

K10.5 Istambul desktop lines

K10.5 Istambul processor dies

K10.5 Istambul
server die

K10.5 Istambul server lines

4/20106/2009

45 nm
up to  6 cores

The Istambul MP line The Phenom II X6 lineTypical line

Introduced: 

45 nm with high-k dielectric [143]

up to  6 cores



K10.5 Istambul-based server lines

They are socket compatible with previous server generations.

Announced  4/2009, first delivered 6/2009

8.2 K10.5 Istambul-based server lines (2)



Overview of subsequent K10/K10.5  DP/MP server implementations [88]

8.2 K10.5 Istambul-based server lines (3)



Basic structure of the Istambul MP server [79]

8.2 K10.5 Istambul-based server lines (4)



Istambul’s per core microarchitecture [17]

8.2 K10.5 Istambul-based server lines (5)



Base arch./ 
stepping

Intro
4P Server 

family name
Series Techn

Cores
(up to)

L2 
(up to)

L3 
(up to)

Memory
(up to)

HT/ dir.
(up to)

Sock
et

K8

C0/CG 4/2003
Sledge-
hammer

800
130 
nm

1C 1 MB - DDR-333
HT 1.0: 
3.2 GB/s

940

E4/E6 12/2004 Athens 800 90 nm 1C 1 MB - DDR-400
HT 2.0:
4.0 GB/s

940

E1/E6 4/2005 Egypt 800 90 nm 2C 2*1 MB - DDR-400
HT 2.0: 
4.0 GB/s

940

F2/F3 8/2006
Santa Rosa

(NPT)
8200 90 nm 2C 2*1 MB - DDR2-667

HT 2.0: 
4.0 GB/s

F

K10
BA/B1-

B3
8/2007 Barcelona 8300 65 nm 4C 4*1/2 MB 2 MB DDR2-667

HT 2.0:
4.0 GB/s

F

K10.5

C2/C3 11/2008 Shanghai 8300 45 nm 4C 4*1/2 MB 6 MB DDR2-800
HT 2.0/3.0: 

4.0/8.8 
GB/s

F

CE 6/2009 Istambul 8400 45 nm 6C 6*1/2 MB 6 MB DDR2-800
HT 3.0: 
9.6 GB/s

F

D1 3/2010
Magny Course
(2xIstambul)

6100 45 nm 2x6C
12*1/2 

MB
6 MB

DDR3-
1333

HT 3.1:
12.8 GB/s

G34

Fam 15h
Mod. 00h-0Fh

(Bulldozer)
11/2011

Interlagos
(2xOrochi die)

6200 32 nm
2x4 CM
(2x8 C)

2*4*
2 MB/CM

2*
8MB/
4 CM

DDR3-
1600

HT 3.1:
12.8 GB/s

G34

Fam. 15h
Mod. 10h-1Fh
(Piledriver)

11/2012
Abu Dhabi
(2 dies)

6300 32 nm
2x4 CM
(2x8 C)

2*4*
2 MB/CM 

2*
8 MB/
4 CM

DDR3-
1866

HT 3.1
12.8 GB/s

G34

Fam. 17h
Mod. 00h-0Fh 

6/2017
Epyc (2S!!)

(4 dies/proc.)
7000 14 nm

4x(2x4)
(32C)

½ MB/C 2 MB/C
DDR4-
2666

IFIS
75.8 GB/s

SP3

Main features of AMD’s K10.5 Istambul-based server lines

.

8.2 K10.5 Istambul-based server lines (6)



Main enhancements of the K10.5 Istambul-based server family [80]

8.2 K10.5 Istambul-based server lines (7)



a) HT Assist (HyperTransport Assist)

It is a probe or snoop filter that reduces so called coherency traffic between the cores 
needed to maintain cache coherency.

It supports only quad-socket systems (MP systems)

The cache coherency problem

• Lets consider a 4 socket multiprocessor system with each processor having caches [81].

8.2 K10.5 Istambul-based server lines (8)



• For simplicity lets take for granted that each processor has an inclusive last level cache,

i.e. the last level cache keeps all data incorporated in lower level (e.g. L1, L2) caches.

• Obviously, each processor operates independently on its own.

Then at a given time different copies of the same data (more precisely of data belonging to
the same address) may exist in different cache states in the individual last level caches
of the processors.

• Based on the state information kept in each last level cache a cache coherency protocol
is used to assure that processors access always the most recent copy of the referenced data.

• There are different schemes and different cache coherency protocols to maintain
cache coherency (not discussed here).

• As an example, a possible scheme to maintain cache coherency is shown below for
an MP system (Opteron’s Istambul system without using HT Assist) [81].
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• Lets take for granted that CPU 3 requests data from the data space maintained by CPU 1

by sending a Data request to it.

• CPU 1 snoops then all processors for the most recent value of the referenced data 

by sending Probe requests to all other processors.

• CPU 3 idles waiting for the requested data.

• Assuming that CPU 2 has the most recent value (revealed by the cache line state)

CPU 2 sends the requested data to CPU 3 (through CPU 4).

Example for accessing cached data without HT assist [81]

• Let’s consider an MP system, as indicated below.

In this case 9 transactions are needed in total to get the referenced data. 
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It maintains a directory of Probe Filter entries in a portion of each processor’s L3 cache.

(Its size is configurable, typical size is 1 MB [16]).

HT Assist

Figure: Probe filter of the Istambul processor [16]
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The Probe Filter entries hold data about the state and the owner of the most recent copy
of the associated cache lines.

If there exists no probe filter entry to the referenced data, referenced data is not cached.

(For a straightforward discussion we do not want to go into details of the possible
cache line states and the related cache coherency protocol).

Figure: Format of a Probe Filter Entry [16]
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Example for accessing cached data with HT Assist [81]

• Lets assume again that CPU 3 requests data from the data space maintained by CPU 1

by sending a Data request to it.

• Then CPU 1 checks its Probe Filter to locate the most recent value of the requested data.

• CPU 1 finds that CPU 2 has the most recent data value and sends a Probe request to CPU 2.

• CPU 2 sends the requested data to CPU 3 (through CPU 4). 

Case 1: The most recent copy of the referenced cache line is held in CPU 2.

In this case 4 transactions are needed in total to get the referenced data. 
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In this case accessing referenced data will be further simplified, as shown below.

• Lets assume again that CPU 3 requests data from CPU 1 by sending a Probe request to it.

• CPU 1 checks its Probe Filter directory to locate the most recent value of the requested data.

• CPU 1 finds now that it has the most recent value of the requested data and sends it to the

requester (CPU 3) directly.

Case 2: The most recent coy of the referenced cache line is held in CPU 1 [81]

In that case there are only two transactions needed.

8.2 K10.5 Istambul-based server lines (14)



Remarks

1) As AMD make use of exclusive L2 and “most exclusive” L3 caches the last level cache
(L3 cache) does not incorporate all data included in lower level caches (i.e. in the
per core available L1, L2 caches).

So AMD’s HT assist implementation had to cover this situation.

Nevertheless, no details were found about AMD’s solution.

2) When considering the hardware support of the cache coherency problem by probe filters
it can presumably stated that efficiency benefits of exclusive caches vanish and 
inclusive caches (used by Intel) become more beneficial.

3) Intel introduced their first snoop filter (probe filter) in their B5000 platform, including the
Blackford north bridge, supporting the Intel 5100 dual-core and 5300 quad-core processors
in 2006.
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HT Assist reduces the number of probe requests that are sent out by the referenced processors.

This leaves additional bandwidth for other requests and reduces the average memory
latency, as indicated in the next Figure.

Benefits of using HT Assist
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Memory bandwidth and latency improvements due to HT Assist [82]
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Performance improvements due to HT Assist for different commercial workloads
(simulation results) [82]
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Base arch./ 
stepping

Intro
4P Server 

family name
Series Techn

Cores
(up to)

L2 
(up to)

L3 
(up to)

Memory
(up to)

HT/ dir.
(up to)

Sock
et

K8

C0/CG 4/2003
Sledge-
hammer

800
130 
nm

1C 1 MB - DDR-333
HT 1.0: 
3.2 GB/s

940

E4/E6 12/2004 Athens 800 90 nm 1C 1 MB - DDR-400
HT 2.0:
4.0 GB/s

940

E1/E6 4/2005 Egypt 800 90 nm 2C 2*1 MB - DDR-400
HT 2.0: 
4.0 GB/s

940

F2/F3 8/2006
Santa Rosa

(NPT)
8200 90 nm 2C 2*1 MB - DDR2-667

HT 2.0: 
4.0 GB/s

F

K10
BA/B1-

B3
8/2007 Barcelona 8300 65 nm 4C 4*1/2 MB 2 MB DDR2-667

HT 2.0:
4.0 GB/s

F

K10.5

C2/C3 11/2008 Shanghai 8300 45 nm 4C 4*1/2 MB 6 MB DDR2-800
HT 2.0/3.0: 

4.0/8.8 
GB/s

F

CE 6/2009 Istambul 8400 45 nm 6C 6*1/2 MB 6 MB DDR2-800
HT 3.0: 
9.6 GB/s

F

D1 3/2010
Magny Course
(2xIstambul)

6100 45 nm 2x6C
12*1/2 

MB
6 MB

DDR3-
1333

HT 3.1:
12.8 GB/s

G34

Fam 15h
Mod. 00h-0Fh

(Bulldozer)
11/2011

Interlagos
(2xOrochi die)

6200 32 nm
2x4 CM
(2x8 C)

2*4*
2 MB/CM

2*
8MB/
4 CM

DDR3-
1600

HT 3.1:
12.8 GB/s

G34

Fam. 15h
Mod. 10h-1Fh
(Piledriver)

11/2012
Abu Dhabi
(2 dies)

6300 32 nm
2x4 CM
(2x8 C)

2*4*
2 MB/CM 

2*
8 MB/
4 CM

DDR3-
1866

HT 3.1
12.8 GB/s

G34

Fam. 17h
Mod. 00h-0Fh 

6/2017
Epyc (2S!!)

(4 dies/proc.)
7000 14 nm

4x(2x4)
(32C)

½ MB/C 2 MB/C
DDR4-
2666

IFIS
75.8 GB/s

SP3

b) Enhanced HyperTransport 3.0 speed

.
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c) Advanced Platform Management Link (APML) (based on [53]) 

AMD PowerNow Technology

First in single-core x52 Opterons

(Rev. E 2/2005)

TDP Power Cap

Module C6 state

Module power gating

Ultra low-voltage DDR3

Advanced Platform Management Link

160 W

150 W

140 W

130 W

120 W

110 W

90 W

100 W

80 W

70 W

60 W

50 W

40 W

30 W

20 W

10 W

0 W

160

150

140

130

120

110

90

100

80

70

60

50

40

30

20

10

0

2003
Single-Core

AMD Opteron
Processor

Rev. B

2004
Single-Core

AMD Opteron
Processor

Rev. E

2005
Dual-Core

AMD Opteron
Processor

Rev. E

2006
Dual-Core

AMD Opteron
Processor

Rev. F

2007
Quad-Core

AMD Opteron
Processor
Codename
„Barcelona”

008
Quad-Core

AMD Opteron
Processor
Codename
„Shanghai”

2009
Six-Core

AMD Opteron
Processor
Codename
„Istanbul”

2010
12-Core

AMD Opteron
Processor
Codename

„Magny Cours”

2011
16-Core

AMD Opteron
Processor
Codename
„Interlagos”

Integer Performance
Floating Point Performance
per-socket TDP
per-core TDP

AMD CoolCoreTM Technology

Dual Dynamic Power Management

Independent Dynamic Core Engagement

Advanced Platform

Management Link

AMD CoolSpeed Technology

C1E power-state

DDR3 LV Memory

AMD Smart Fetch Technology

AMD PowerCap Manager

AMD CoolCoreTM Technology on L3
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• APML is physically a 2-wire bus that follows the SMBus v2.0 specification with a few 
exceptions.

• Its use requires a bus master, called the Management Controller or Service Processor. 

• APML allows system administrators to remotely monitor and control particular system settings 
actually by reading and writing limited processor state through predefined interfaces via the
Service Processor.

APML (Advanced Platform Management Link)-1 [83], [84], [85]

(also referred as the Sideband Interface (SBI))
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Capping power is useful in datacenters to maintain limited power and cooling capabilities.

In the Istambul line of servers APML can be used 

• to remotely monitor and cap platform power consumption by imposing P-state limits directly
for a particular processor via the SBI Remote Management Interface (SB-RMI), and

• to remotely monitor the internal temperature sensors and to specify temperature thresholds
for thermal protection through the Temperature Sensor Interface (SB-TSI).

via the Service Processor.

APML (Advanced Platform Management Link)-2 [83], [84], [85]

Aim of the APML link

Remark
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The Remote Management Interface (SB-RMI) and the Temperature Sensor Interface  (SB-TSI)
define communication protocols to read and write particular internal processor registers,
such as the P-state Status Register, the P-State Current Limit Register or the Hardware
Thermal Control Register through the APML interface via the service processor.  

The Remote Management and the Temperature Sensor interfaces

APML (Advanced Platform Management Link)-3 [83], [84], [85]
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Remarks

Basic layout of the communication protocol over the APML link [83]
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Example for the commands (Functions) related to the SBI-RMI interface [83]
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• APML supports 100 KHz, 400 KHz and 3.4 MHz clock speeds.   

APML (Advanced Platform Management Link)-4 [83], [84], [85]

• In mobile and desktop environment ACPI supports 400 kHz operation, whereas 

• in server environments 3.4 MHz operation.

• In addition to an APML compatible service processor using APML requires also OS support.

8.2 K10.5 Istambul-based server lines (26)



Remarks

1) Principle of informing the OS about setting a new P-state (simplified) [86]

• When the Service processor changes the P-state limit by issuing an APML command
also the OS needs to be informed about the new limit.

This can be done when the platform invokes a System Control Interrupt (SCI).

• The SCI handler calls then the ACPI machine language routine (AML)
that interrogates the Service Processor for the new P-state limit value.

• The ACPI machine language routine (AML) updates the related ACPI _PPC object 
and generates a message  to the OS, indicating that the _PPC object should be
re-evaluated.

(The _PPC (Performance Present Capabilities) object is actually an ACPI method that
indicates to the Power Management routine of the OS the highest P-state that the OS
can use at a given time) [87].

2) At the introduction of the Istambul server line (6/2009) both APML hardware and software
were in development and became available a few month later in 8/2009 [85].
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3) In fact, APML became introduced already with the Barcelona line of servers in 2007,
however only via the Temperature Sensor Interface (SB-TSI) in order to access
the internal temperature sensors and to specify temperature thresholds via an external 
service processor.

The extended use of APML for remotely monitoring and capping platform power consumption 
by imposing P-state limits over the Remote Management Interface (SB-RMI) was
introduced only first in the Istambul line of server processors, a few month later than
AMD launched this server line (6/2009).

4) APML is an alternative to IPMI (Intelligent Platform Management Interface,
introduced in 1998, promoted by Intel, Dell, hp and NEC, and adopted by a large number
of companies [88].
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Die shot of the Istambul server chip [17]
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Model Cores Clock speed
North bridge/

L3 cache speed

HyperTransport

speed
ACP

Opteron 2435 6 2.6GHz 2.2GHz 2.4GHz 75W

Opteron 2431 6 2.4GHz 2.2GHz 2.4GHz 75W

Opteron 2427 6 2.2GHz 2.2GHz 2.4GHz 75W

Opteron 2389 4 2.9GHz 2.2GHz 2.2GHz 75W

Opteron 2387 4 2.8GHz 2.2GHz 2.2GHz 75W

Opteron 2384 4 2.7GHz 2.2GHz 2.2GHz 75W

Opteron 2382 4 2.6GHz 2.2GHz 2.2GHz 75W

Opteron 2380 4 2.5GHz 2.0GHz 2.0GHz 75W

Opteron 2378 4 2.4GHz 2.0GHz 2.0GHz 75W

Opteron 2376 4 2.3GHz 2.0GHz 2.0GHz 75W

Main parameters of AMD’s K10.5 Istambul-based DP server models [79]
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Model Cores Clock speed
North bridge/

L3 cache speed

HyperTransport

speed
ACP

Opteron 8435 6 2.6GHz 2.2GHz 2.4GHz 75W

Opteron 8431 6 2.4GHz 2.2GHz 2.4GHz 75W

Opteron 8389 4 2.9GHz 2.2GHz 2.2GHz 75W

Opteron 8387 4 2.8GHz 2.2GHz 2.2GHz 75W

Opteron 8384 4 2.7GHz 2.2GHz 2.2GHz 75W

Opteron 8382 4 2.6GHz 2.2GHz 2.2GHz 75W

Opteron 8380 4 2.5GHz 2.0GHz 2.0GHz 75W

Opteron 8378 4 2.4GHz 2.0GHz 2.0GHz 75W

Main parameters of AMD’s K10.5 Istambul-based MP server models [79]
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Performance gain of using K10.5-based 6 core Istambul servers vs. K10.5-based 
4 core Shanghai servers [144]
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Relative performance of AMD’s servers related to the original Opteron server [16]
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8.3 K10.5 Istambul-based desktop lines



8.3 K10.5 Istambul-based desktop lines (1)

8.3 K10.5 Istambul-based desktop lines

K10.5 Istambul
desktop die

K10.5 Istambul desktop lines

K10.5 Istambul processor dies

K10.5 Istambul
server die

K10.5 Istambul server lines

4/20106/2009

45 nm
up to  6 cores

The Istambul MP line The Phenom II X6 lineTypical line

Introduced: 

For manufacturing this chip, GlobalFoundries has added a low-k dielectric to its high-
performance 45-nm SOI fabrication process, in order to reduce leakage power.

45 nm with high-k dielectric [143]
up to  6 cores



Table
t

K10

Hound (K10.5/Stars)

Hound (K10.5/Stars)

Bobcat Fam. 14h

Jaguar Fam. 16h

Fam. 12h

Fam. 15h
Mod. 30h-3Fh

Fam. 15h
Mod. 10h-1Fh

Brazos
(Zacate)

1-2 Cores 1MB
DX11 GPU Core

DDR3

Jaguar Fam. 16h

Fam. 15h
Mod. 00h-0Fh

Fam. 14h

S
te

a
m

r
o
lle

r

28 nm

Family 11h

Brazos
(Desna)

2 Cores 1MB
DX11 GPU Core

DDR3

Positioning of AMD’s K10.5 Phenom II X6 desktop line 
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Base arch./ 
stepping

Intro
High 

perf. DT 
family

Series Techn.
Core 
count

(up to)

L2 
(up to)

L3 
(up
to)

Memory
(up to)

HT/ dir.
(up to)

Socket

K8

CG 9/2003
Claw-

Hammer
Athlon 

64
130 
nm

1 1 MB - DDR-400
HT 2.0:  
4.0 GB/s

754/
939

E4 4/2005
San 

Diego
Athlon 

64
90 nm 1 1 MB - DDR-400

HT 2.0: 
4.0 GB/s

939

E6 5/2005 Toledo
Athlon 
64 X2

90 nm 2 2*1 MB - DDR-400
HT 2.0: 
4.0 GB/s

939

E2/E3 5/2006 Windsor
Athlon 
64 X2

90 nm 2 2*1 MB - DDR2-800
HT 2.0: 
4.0 GB/s

AM2

K10
B2
B3

11/2007
3/2008

Agena
Phenom 

X4
65 nm 4 4*½ MB 2 MB DDR2-1066

HT 3.0: 
8.0 GB/s

AM2+

K10.5

C2
C2/C3

1/2009
2/2009

Deneb
Phenom 

II X4
45 nm 4 4*½MB 6 MB

DDR2-1066
DDR3-1333

HT 3.0: 
8.0 GB/s

AM2+
AM3

E0 4/2010 Thuban
Phenom 

II X6
45 nm 6 6*½MB 6 MB

DDR2-1066
DDR3-1333

HT 3.0: 
8.0 GB/s

AM3

Fam. 11h (Griffin) - - - - - - - - - -

Fam. 12h
(Llano)

6/2011 Llano
Fusion

A8
32 nm 4 4*1 M - DDR3-1866

UMI:
5 GT/s 

FM1

Fam. 14h (Bobcat) - - - - - - - - - -

Fam. 15h
Models 00h-0Fh

(Bulldozer)
10/2011 Zambezi FX-series 32 nm

4 CM
(8 C)

4x2 MB/CM 8 MB DDR3-1866
HT 3.1: 

12.8 
GB/s

AM3+

Fam. 15h
Models 10h-1Fh

(Piledriver)
10/2012 Vishera FX-series 32 nm

4 CM
(8 C)

4*2 MB/CM 8 MB DDR3-1866
HT 3.1: 

12.8 
GB/s

AM3+

No further Fam. 15h 
based lines

- - - - - - - - - -

Main features of AMD’s high performance K10.5 Phenom II X6 DT line 
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2009 2010

Phenom II X6

MP server

Istambul
45 nm D0

346 mm2, 904 mtrs
6C, 84xx

L2: 6x512 KB
L3: 6 MB

DDR2-800, HT 3.0

6/09

Phenom II X4

Thuban
45 nm E0

346 mm2, 904 mtrs
6C, X6-10xx
L2: 6x512 KB

L3: 6 MB
DDR3-1333, HT 3.0

4/10

Zosma1

45 nm E0
346 mm2, 904 mtrs
4C, X4-6xx/8xx/9xx

L2: 4x512 KB
L3: 4/6 MB

DDR3-1333, HT 3.0

4/10

D
e
s
k
t
o
p
s

1 2 cores disabled

AMD’s K10.5 Istambul-based desktop lines – Overview
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Server aimed Istambul die [79]

346 mm2, 904 mtrs
6C, 6 MB L3, ½ MB/C L2

Contrasting the desktop and server aimed 6-core K10.5 Istambul dies [79], [91]

Desktop aimed Thuban (Phenom II X6) die [91]

346 mm2, 904 mtrs
6C, 6 MB L3, ½ MB/C L2
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Major innovations introduced with the K10.5 Istambul-based desktop line
(Phenom II X6 line)

a) Unlocking cores during P-state switches

b) Turbo core technology in select models
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a) Unlocking cores during P-state switches 

In their Shanghai-based desktop lines AMD linked together the P-states of all four cores by BIOS 
to avoid performance degradation experienced due to the scheduler policy of the
Microsoft’s Windows Vista operating system [75]. 

(In this operating system the scheduler loaded all cores one after the another in a round-robin
fashion even in single thread applications that caused performance degradation.)

With Windows 7 (introduced in 10/2009) Microsoft changed their scheduler policy by loading
a single core for single threaded applications, consequently also AMD unlocked the P-states 
of the cores in their Phenom II X6 line allowing independent P-state control for the individual
cores [145].

Nevertheless, all cores are supplied by the same voltage further on, that is determined 
by the core running at the highest clock frequency.
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b) Turbo CORE technology in select Thuban (Pnenom II X6) models

(Supported by models ending with the letter T)

When

• three or more cores enter the idle state (Boost eligible state) and 

• the active cores are in the P0 state,

• the idle cores (cores in the Boost eligible state) will be placed into the low power,
low clock frequency state.

In this state cores are clocked only at 800 MHz and their supply voltage becomes decreased 
to a lower value.   

• Then up to three active cores will be switched into the PO Boost state.

In this state both their supply voltage and clock speed will be increased.

The frequency boost is up to 500 MHz.

Principle of operation

The Turbo CORE mode is beneficial for single threaded or light threaded applications
as these applications can run at an up to 500 MHz higher clock speed than without
Turbo CORE  mode.

The introduction of the Turbo CORE technology became feasible  in Istambul-based desktops as
for these dies Global Foundries already made use of the 45 nm high-k fabrication process.

While using this process technology leakage becomes reduced and a higher power headroom
became available when there are idle cores in the processor.  
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AMD’s Turbo CORE mode as implemented in their Phenom II X6 desktop line is less efficient 
than Intel’s Turbo Boost as implemented in their Nehalem lines in 2008 [92].

One of the key differences is that in their Nehalem lines Intel already make use of the
C6 state with completely shutting down inactive cores through using power gates, so there is 
a larger temperature headroom that can be utilized by the active cores in the Turbo mode.

Missing the C6 mode and power gates can be the reason why AMD do not allows to switch more
than 3 cores into the Turbo CORE mode.

Nevertheless, in their subsequent lines (K12-based Llano, K14-based Bobcat and K15-based
Bulldozer) introduced in 2011 also AMD introduced the C6 state along with power gates and
improved significantly the implementation of their Turbo CORE technology.  

Comparing AMD’s Turbo CORE technique as implemented in their K10.5 Istambul
based desktops (Phenom II X6) 
with Intel’s Turbo Boost technique as implemented in their Nehalem line (2008)
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Sequence of P-state transitions in Turbo CORE technology [93]
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Resulting performance gain when using Turbo CORE technology [93]
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9. The K10.5-based Magny-Course/Lisbon family

9.1 Overview of the K10.5 Magny-Course/Lisbon family•

9.2 Main enhancements of the K10.5 Magny-Course MP servers•

9.3 K10.5 Magny-Course-based server lines•



9.1 Overview of the K10.5 Magny-Course/Lisbon family



9.1 Overview of the K10.5 Magny-Course/Lisbon family (1)

9.1 Overview of the K10.5 Magny-Course/Lisbon family

The Magny-Course processor [96]

• Released: 3/2010

• Third (and last) K10.5-based Opteron line, designated as the 6100 series processors

• 2 x 6 Istambul cores

• 692 mm2 die

• 4 HT links

• 2 DDR3 memory channels

L1: 64 K I$/64 K D$

L2: 512 K/core

L3: 12 M (shared)



• AMD-P
• Probe Filter
• APML

2

2

• AMD-P2

• AMD-P2

AMD’s server and platform roadmap (DP/MP servers) (based on [88])
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Positioning of AMD’s K10.5-based Magny-Course/Lisbon processor lines [14]

Table
t

K10

Hound (K10.5/Stars)

Hound (K10.5/Stars)

Bobcat Fam. 14h

Jaguar Fam. 16h

Fam. 12h

Fam. 15h
Mod. 30h-3Fh

Fam. 15h
Mod. 10h-1Fh

Brazos
(Zacate)

1-2 Cores 1MB
DX11 GPU Core

DDR3

Jaguar Fam. 16h

Fam. 15h
Mod. 00h-0Fh

Fam. 14h

S
te

a
m

r
o
lle

r

28 nm

Family 11h

Brazos
(Desna)

2 Cores 1MB
DX11 GPU Core

DDR3

9.1 Overview of the K10.5 Magny-Course/Lisbon family (3)



2003-2007 2007-2008 2008-2011 2009 2009

K8
(Hammer)

K10
(Barcelona)

K10.5
(Shanghai)

K10.5
(Istanbul)

K10.5
(Magny- Course)

4P servers

See Section 4

Barcelona

(834x-836x))

Shanghai

(837x-839x)

Istambul

(8410-8430)

Magny-Course

(6100)

2P servers
Barcelona

(234x-236x)

Shanghai

(237x-239x)

Istambul

(241x-243x)

Lisbon

(4100)

1P servers
Budapest

(135x-136x)

Suzuka

(138x-139x)

High perf.
(~80-120W)

Phenom

X4-X2

Phenom II

X4-X2

Phenom II

X6-X4

Mainstream
(~60-90W)

Athlon  64

Athlon 64 X2
Athlon X2 Athlon II X4-X2

Value
(~40-60W)

Sempron Sempron

High perf.
(~30-40W)

Turion 64 X2 

(TL 6/5)

Turion 64 (ML/MT)

Phenom II

(N/P 9xx-6xx)

Turion II Ultra (M6xx)

Turion II (M/N/P 5xx)

Mainstream
(~20-30W)

Athlon 64 X2

(TK-5x/4x)

Athlon 64

(2xxx+-4xxx+)

Athlon II (M/N/P 3xx)

Sempron (M1xx)

Ultraportable

(~10-20W)

Mobile Sempron 

(2xxx+-4xxx+)

Sempron 2100 

fanless

Turion II Neo (K6xx)

Athlon II Neo (K1xx)

V-series (V1xx)

Embedded

(~10-20W)

Turion II Neo X2

Athlon II Neo X2

Athlon II Neo

Brand names of AMD’s K10.5h Magny-Course-based server lines
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Magny Course die

692 mm2

(2 x Istambul die)

(2x346 mm2)

The Magny Course die [94]

9.1 Overview of the K10.5 Magny-Course/Lisbon family (5)

http://prohardver.hu/dl/cnt/2010-03/58551/magnycours.jpg


½ of the Magny-Course die (actually the Istambul die) [17]
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Base arch./ 
stepping

Intro
4P Server 

family name
Series Techn

Cores
(up to)

L2 
(up to)

L3 
(up to)

Memory
(up to)

HT/ dir.
(up to)

Sock
et

K8

C0/CG 4/2003
Sledge-
hammer

800
130 
nm

1C 1 MB - DDR-333
HT 1.0: 
3.2 GB/s

940

E4/E6 12/2004 Athens 800 90 nm 1C 1 MB - DDR-400
HT 2.0:
4.0 GB/s

940

E1/E6 4/2005 Egypt 800 90 nm 2C 2*1 MB - DDR-400
HT 2.0: 
4.0 GB/s

940

F2/F3 8/2006
Santa Rosa

(NPT)
8200 90 nm 2C 2*1 MB - DDR2-667

HT 2.0: 
4.0 GB/s

F

K10
BA/B1-

B3
8/2007 Barcelona 8300 65 nm 4C 4*1/2 MB 2 MB DDR2-667

HT 2.0:
4.0 GB/s

F

K10.5

C2/C3 11/2008 Shanghai 8300 45 nm 4C 4*1/2 MB 6 MB DDR2-800
HT 2.0/3.0: 

4.0/8.8 
GB/s

F

CE 6/2009 Istambul 8400 45 nm 6C 6*1/2 MB 6 MB DDR2-800
HT 3.0: 
9.6 GB/s

F

D1 3/2010
Magny Course
(2xIstambul)

6100 45 nm 2x6C
12*1/2 

MB
6 MB

DDR3-
1333

HT 3.1:
12.8 GB/s

G34

Fam 15h
Mod. 00h-0Fh

(Bulldozer)
11/2011

Interlagos
(2xOrochi die)

6200 32 nm
2x4 CM
(2x8 C)

2*4*
2 MB/CM

2*
8MB/
4 CM

DDR3-
1600

HT 3.1:
12.8 GB/s

G34

Fam. 15h
Mod. 10h-1Fh
(Piledriver)

11/2012
Abu Dhabi
(2 dies)

6300 32 nm
2x4 CM
(2x8 C)

2*4*
2 MB/CM 

2*
8 MB/
4 CM

DDR3-
1866

HT 3.1
12.8 GB/s

G34

Fam. 17h
Mod. 00h-0Fh 

6/2017
Epyc (2S!!)

(4 dies/proc.)
7000 14 nm

4x(2x4)
(32C)

½ MB/C 2 MB/C
DDR4-
2666

IFIS
75.8 GB/s

SP3

Main features of AMD’s K10.5 Magny-Course-based server lines
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2003 2004 2005 2006 2007 2008 2009 2010 2011 2012

1st Generation Platform

K8
K8

K8 (NPT) K10 K10.5

Supports DDR

Socket 940 (130nm K8 UP/DP/MP servers, 90 nm K8 SC and  90 nm K8 DC (Egypt) DP/MP servers

Socket 939 (90nm K8 SC and 90 nm K8 DC (Egypt) UP servers, K8 desktops with 128-bit mem. channel
up to the 90 nm DC (Egypt) lines

Socket 754 (K8 desktops, mobiles with 64-bit mem. channel up to the 90 nm SC (Athens) line

Supports DDR2 

Socket F (1207 pins, SPP, HT 2.0: DP, MP servers K8 NPT, K10, K10.5)

Socket F+ (1207 pins, DPP, HT 3.0: DP, MP servers, K10.5)

Socket AM2 (940 pins, SPP: HT 2.0: K8 NPT UP serv. K8 NPT, Brisbane DTs
Socket AM2+ (940 pins, DPP: K10 UP servers,  K10, K10.5 desktops)

Socket S1g1 (638 pins, K8 NPT, Brisbane mobiles)

Socket S1g2 (638 pins, Fam. 11h mobiles)

Socket S1g3 (638 pins, K10.5 (Shanghai)(Caspian die) mobiles)

Socket ASB1 (812 balls BGA, Fam. 11h (Huron, Conesus dies)  UPT mobiles

Socket ASB2 (812 balls BGA, K10.5 (Shanghai) (Geneva die), UPT mobiles

K10.5

Fam. 11h

Sockets of Magny-Course/Lisbon 
DP/MP servers [based on 42]

2013 2014

K8

90 nm
1C

„Athens”

90 nm
2C

„Egypt”

130 nm
1C

„SledgeH.”

90 nm
2C NPT

„Santa Rosa”

65 nm
4C

„Barcelona”

45 nm
4C, S

„Shanghai”

45 nm
6C, S

„Istambul”

65 nm
4C

„Brisbana”

65 nm
2C

„Griffin”

K8

2st Generation Platform

SPP: Single power Plane

DPP: Dual Power planes

HT 2.0: HyperTransport 2.0

HT 3.0:  HyperTransport 3.0

S::     Servers

DT:    Desktop

M:     Mobile

UPT: Ultraportable

9.1 Overview of the K10.5 Magny-Course/Lisbon family (8)

K10.5

Supports DDR3

Socket G34 (1944 pins, MP servers K10.5 „Magny-Course”, Fam. 15h)

Socket C32 (1207 pins, DP servers  K10.5 „Magny –Course, Fam. 15h)

Socket AM3 (941 pins, K10.5 Shanghai UP servers, desktops,
except first released desktops, K10.5 Istambul desktops)

Socket AM3+ (942 pins, UP servers Fam. 15h, desktops Fam. 15h)

Socket FM1 (905 balls BGA, desktops, mobiles Fam. 12h)

Socket S1g4 (638 pins, K10.5 mobile)

Socket FT1 (413 balls BGA, desktops, mobiles Fam. 14h)

Socket FT3 (769 balls BGA, desktops, mobiles Fam. 16h)

3st Generation Platform

Fam.  15h

Fam. 12h Fam. 14h

Fam. 15h

Fam. 16h

Fam. 15h

32 nm

2C APU

„Bobcat”

32 nm

4C APU

„Llano”

28 nm

4C APU

„Jaguar”

45nm

2x6C

„Magny-Course”

32 nm

2x8C

„Bulldozer”

32 nm

2x8C/4C APU 

„Piledriver”

28 nm

2x8C

„Steamroller”

45 nm

4C, DT/M

„Shanghai”

45 nm

6C, DT

„Istambul”

Fam. 16h

28 nm

4C APU

„Puma+”
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9.2 Main enhancements of the K10.5 Magny-Course servers (1)

Istambul Magny Course

9.2 Main enhancements of the K10.5 Magny-Course MP servers [89]



a) Direct Connect Architecture 2.0

The previous implementation

Direct Connect Architecture 1.0, introduced with K8 MP servers in 2003 [95].
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Direct Connect Architecture 2.0 [95]
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9.2 Main enhancements of the K10.5 Magny-Course servers (4)

cc: Cache coherent

4 memory channels (DDR3-1333)

Internal 
HT 3.0 cc link

2  cc 16-bit HT3.0 links

Non cc
HT 3.0 link

(e.g. to a GPU)

16 16

16 16

8 8

8

Available interconnections of the chip (two Istambul dies) [96]

• 4 DDR3 memory channels
(DDR3-1333)

• 2 external 16-bit cache coherent
HT 3.0 links or

• 2 external 8-bit cache coherent
HT 3.0 links (= 1 external 16-bit 
cache coherent HT 3.0 link)

• 1 external 16-bit non cache coherent
HT 3.0 link

2 cc 8-bit HT 3.0 link

• Both dies are internally interconnected
by a 16 + 8 bit HT link.



The HT 3.0 protocol allows to split each 16-bit link to two 8-bit wide links. This features can
be utilized in MP servers to build fully connected 8P systems with 8-bit wide links, as shown
in the next Figure. 

The possibility for splitting HT 3.0 16-bit links into two 8-bit wide links
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Possible uses of four HT 3.0 links in 4P and 8P servers [52]

9.2 Main enhancements of the K10.5 Magny-Course servers (6)



b) AMD V 2.0 [89]
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AMD-V2.0 major innovation: I/O Virtualization (IOMMU) [151]

Chipset feature providing speedup for performing I/O in virtual environments

Without IOMMU

A VM (Virtual Machine) guest is not allowed to directly access an I/O device
to prevent guests from programming a device such that other guest’s memory will be

corrupted.

Hypervisors must emulate devices, which causes significant performance loss.

With IOMMU

I/O devices can be assigned directly to a given VM guest by limiting memory accesses
of the device to addresses that belong to this guest.
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c) Power management techniques of K10.5 Magny-Course servers (based on [53]) 

AMD PowerNow Technology

First in single-core x52 Opterons

(Rev. E 2/2005)

TDP Power Cap

Module C6 state

Module power gating

Ultra low-voltage DDR3

Advanced Platform Management Link

160 W

150 W

140 W

130 W

120 W

110 W

90 W

100 W

80 W

70 W

60 W

50 W

40 W

30 W

20 W

10 W

0 W

160

150

140

130

120

110

90

100

80

70

60

50

40

30

20

10

0

2003
Single-Core

AMD Opteron
Processor

Rev. B

2004
Single-Core

AMD Opteron
Processor

Rev. E

2005
Dual-Core

AMD Opteron
Processor

Rev. E

2006
Dual-Core

AMD Opteron
Processor

Rev. F

2007
Quad-Core

AMD Opteron
Processor
Codename
„Barcelona”

008
Quad-Core

AMD Opteron
Processor
Codename
„Shanghai”

2009
Six-Core

AMD Opteron
Processor
Codename
„Istanbul”

2010
12-Core

AMD Opteron
Processor
Codename

„Magny Cours”

2011
16-Core

AMD Opteron
Processor
Codename
„Interlagos”

Integer Performance
Floating Point Performance
per-socket TDP
per-core TDP

AMD CoolCoreTM Technology

Dual Dynamic Power Management

Independent Dynamic Core Engagement

Advanced Platform

Management Link

AMD CoolSpeed Technology

C1E power-state

DDR3 LV Memory

AMD Smart Fetch Technology

AMD PowerCap Manager

AMD CoolCoreTM Technology on L3
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Remark

The designation P2.0 power saving technology suit is merely a marketing term that covers
a number of power saving technologies but does not identify the actual technologies
introduced into Magny-Course servers,  so we present these technologies based on 
the above Figure.
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Overview of the AMD-P power saving technologies [97]
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New power saving features of AMD-P2 technology vs. AMD-P [96], [97]

c1) AMD CoolSpeed Technology

It provides highly accurate thermal information and thermal protection.

It reduces P-states when a temperature limit is reached to allow a server to operate.

if the processors thermal environment exceeds safe operational limits.
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c2) C1E state 

• If all processors of a DP or MP server become idle for a longer period of inactivity
the processor enters the C1E state.

• In the C1E state

• all cores flush their L1 and L2 caches into the L3 cache, 

• the clocking of all cores will be shut down,

• the HT link will be put into a lower power state (LS2),

• the system memory will be placed into a low power state,

• the L3 cache, the north bridge and the memory controller will be clocked at a low rate

and to save power a lower alternative voltage (Altvid) may be applied to the CPU cores 

and the NB since then the static power will be lower.

Separate voltages may be applied to the cores and the NB (in split power-plane mode).

Principle of operation [61]

• DMA events will wake up the processor from the C1E state. 

• AMD introduced the C1E state first in their K10 Barcelona-based desktops, termed
as the Phenom line in order to save power in times when all cores of a processor are inactive.

• In their servers AMD introduced the C1E state along with their Magny-Course line.

This C1E state differs however, from the previously introduced C1E state.
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Areas covered by different power saving technologies [96]
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c3) LV-DDR3 support [96]

It allows using 1.35 V LV-DDR3 DIMMs instead of 1.5 V regular DDR3 DIMMs.

Both unregistered and registered DIMMs are supported.
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9.3 K10.5 Magny-Course-based server lines (1)

Model 
Number

Core Count Core Speed ACP*
North 

Bridge†
1KU Pricing

at intro.

6176 SE 12 2.3GHz 105W 1.8GHz $1386

6174 12 2.2GHz 80W 1.8GHz $1165

6172 12 2.1GHz 80W 1.8GHz $989

6168 12 1.9GHz 80W 1.8GHz $744

6136 8 2.4GHz 80W 1.8GHz $744

6134 8 2.3GHz 80W 1.8GHz $523

6128 8 2.0Ghz 80W 1.8GHz $266

6164 HE 12 1.7GHz 65W 1.8GHz $744

6128 HE 8 2.0GHz 65W 1.8GHz $523

6124 HE 8 1.8GHz 65W 1.8GHz $455

Main features of the Magny-Course MP server line [95]
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Performance increase of AMD’s DP servers [146]

Barcelona

Shanghai

Istambul

Sledgehammer

Athens
Egypt

Santa Rosa

(quad-core) (six-core) (2x six-cores) (2x eight-cores)
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Note

If we relate the performance increase of the processors considered to the last single core Opteron
(termed as Athens) instead of the first x86-64 server (Sledghammer), as done in the Figure,
we can state that in the multi-core era

processor performance increases roughly linearly with the core count, as expected.

This means that in the multi-core era  both the clock frequency and also the efficiency
of the microarchitecture (IPC) remained roughly constant.
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FP-performance, memory bandwidth and power consumption trends in AMD’s 
Opteron family [17]
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Changing the interpretation of “value” in AMD’s processor lines [95]
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