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Intel’s high-end 4S/8S server processors and platforms (1)

Remark

The material presented in these slides is restricted to Intel’s high-end multicore x86 server
(called Xeon) processors and platforms, accordingly, previous and IA64 (Itanium) based
processors and systems are not covered.

Intel's server families

|
l !

Xeon servers Itanium servers
x86 ISA IA-64 ISA
(1998 - recently) (2001 - 2017)

Intel's first multicore server processors were based on the 3. core of the Pentium 4 family
(called Prescott), there were introduced about 2005.
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1.1 The worldwide server market
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1.1 The worldwide server market (1)
Figure: Recent datacenter [175]

1. Introduction to Intel’s high-




1.1 The worldwide server market (1b)

1.1 The worldwide server market (1)

Recent market share of 1S and 2S servers [170]
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of the Market
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1.1 The worldwide server market (2)

The worldwide 4S (4-socket) server market [52]
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1.1 The worldwide server market (3)

Intel's vs AMD's x86 server market share (Based on data by IDC, Mercury Research) [171]
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1.1 The worldwide server market (4)

Remark

« In 06/2017 AMD launched their Epyc server processor line supporting at its introduction
2-socket configurations.

Epyc server processors are based on the Zen microarchitecture.

« Time will show how far AMD will be able to gain market share against Intel's latest,
Skylake-SP based servers.



1.1 The worldwide server market (5)

Top 5 worldwide server systems vendor revenues, market shares and growth, Q1 2016,
(Revenues are in Millions USD) [137]

Vendor

1. HP

2. Dell

3. IBM

4. Lenovo *
5. Cisco *

ODM Direct

Others
Total

Source: IDC's Worldwide Quarterly Server Tracker, June 2016

1Q16 Revenue 1Q16 Market

$3,306.8
$2,267.8
$1,139.5
$871.2

$850.2
$863.8

$3,082.4
$12,382

HPE: HP Enterprise

Share
26.7%

18.3%
9.2%
7.0%

6.9%

7.0%

24.9%
100%

1Q16/1Q15
Revenue Growth

3.5%
-1.8%
-32.9%
-8.6%

-4.5%
-11.0%

9.0%
-3.6%



1.2 The platform concept



1.2 The platform concept (1)

1.2 The platform concept

The notion platform is widely used in different segments of the IT industry e.g. by
IC manufacturers, system providers or even by software suppliers with different interpretations.

Here we are focusing on the platform concept as used by system providers, like Intel or AMD.

The platform concept of system providers
The platform is defined by the main components of the system architecture, being typically

« the processor or processors (in multiprocessors)
+ the related chipset as well as
« the interfaces (buses) interconnecting them.

Remark
The designation platform is often understood as the entire system architecture.



1.2 The platform concept (2)

Example 1: A simple traditional 2S server platform

1333/1067 MT/s sinln
FSB . —

000 Hgligiigh

.. O N gy B |

ESI N —

6 B 10 FBDIMM

w/DDR2-533

2S: Dual Socket



1.2 The platform concept (3)

Example 2: A recent 4S platform
(The Brickland 4S/8S server platform with Haswell-EX processors (2015)

2x4 SMI2 Xeon E7-8800 v3 2x4 SMI2

c ”mi's (Haswell-EX) Crf"““'els

- g R
PCle 3.0

C602] PCH
(Patsburg J) ME

Up to DDR3-1600
in both performance and lockstep modes and
up to DDR4-1866 in lockstep mode

SMI2: Scalable Memory Interface 2
(Parallel 64-bit VMSE data link between
QPI 1.1: Up to 9.6 GT/s the processor and the SMB)
SMB: Scalable Memory Buffer
(C112/C114: Jordan Creek 2)
(Performs conversion between the
parallel SMI2 and the parallel
DDR3/DDR4 DIMM interfaces)

C112: 2 DIMMs/channel
C114: 3 DIMMs/channel

ME: Management Engine



1.2 The platform concept (4)

Compatibility of platform components (2)

Since platform components are connected via specified interfaces to build an entity, called
platform, platform components, such as processors or memories are compatible to a given
platform as long as they have the same interfaces (including interface parameters, such as
transfer rates etc.).



1.2 The platform concept (5)

Example: Interface requirements for compatible platform components

Xeon 7500
_ ¢ Xeon E7-8800 -
(Nehalem-EX) / (Westmere-EX) 10C

f
l

=

Mehalem-EX 8C Nehalem-EX 8C
Westmere-EX Westmere-EX
10C 10C

.

L
Qrr |
l SMB

Nehalem-EX 8C Nehalem-EX 8C

Westmere-EX Westmere-EX
10C 10C

(Becton) 8C ”
I
I
— ey
Il
I
I
Il

Nehalem-EX: up to DDR3-1067
Westmere-EX: up to DDR3-1333

4 x QPI up to 6.4 GT/s
2 DIMMs/memory channel

| I
2x4 SMI _—=m—=-=—= == == = 2x4 SMI
channels pCI channels
e
7500 IOH 2.0

SMI: Scalable Memory Interface
ESI (Serial link between the processor
and the SMB)

SMB: Scalable Memory Buffer
(Performs conversion between the
serial SMI and the parallel
DDR3 DIMM interfaces)

ME: Management Engine

Figure: The Boxboro-EX MP server platform supporting Nehalem-EX/Westmer-EX server processor



1.2 The platform concept (6)

Overview of Intel’s high-end 4S/8S multicore server platforms and processors

I?Platform /‘\I

High-end 4S/8S server Core . Proc.
Scalability Core Techn. Intro. processor lines count Chipset socket
Pentium 4 MP 90 nm 3/2005 90 nm Pentium 4 MP 1c E8500
Prescott (Potomac) ICH5
Truland MP LGA 604
(4S) Pentium 4 Presc. 90 nm 11/2005 7000 (Paxville MP) 2x1C ES501 +
Pentium 4 Presc. 65 nm | 8/2006 7100 (Tulsa) 2x1C ICHS
72 Ti D 2
Core2 65nm | 9/2007 W (neeien De) C E7300
Caneland 7300 (Tigerton QC) 2x2C | (Clarksboro)+ L @
(4S) 631x/632x
Penryn 45 nm 9/2008 7400 (Dunnington) 6C ESB
7 Beckt
Nehalem 45 nm 3/2010 >00 (Beckton/ 8C 7500
Boxboro-EX Nehalem-EX) LGA
(Boxboro) + 1567
(85) Westmere 32 nm 4/2011 E7-8800 10C ICH10 >°
(Westmere-EX)
Sandy Bidge 32 nm
Ivy Bridge 22 nm 2/2014 E7-8800 v2 (Ivy Bridge-EX) 15C
Brickland C602] LGA
201 E7- H [I-EX 1
(85) Haswell 22 nm 5/2015 8800 v3 (Haswe ) 8C (Patsburg J) 2011-1
Broadwell 14 nm 6/2016 E7-8800 v4 (Broadwell-EX) 24C
Purley . C620 LGA
7/2017 Plat 1 Skylake-SP 28C
|&(25/4S/85)J| Skylake 14 nm /20 atinum 8100 (Skylake-SP) 8 T LEsa) 3647




1.3 Server platforms classified according to their scalability



1.3 Server platforms classified according to their scalability (1)

1.3 Server platforms classified according to their scalability

Server platforms

|
l !

Uniprocessor server platforms Multiprocessor server platforms
(UP-server platforms)

1-processor server platforms Server platforms supporting more than one processor
(1-socket server platforms) (Multi-socket server platforms)
|
! ! ]
2S (DP) 4S/8S (MP) Platforms for more
server platforms server platforms than 4 or 8 sockets

2- processor server platforms 4/8-processor server platforms Server platforms for
(2-socket server platforms) (4/8-socket server platforms) more than the Intel
supported number of

4S platforms sockets
Early DP platforms and Truland-MP platform (4 or 8 sockets)
platforms with Caneland MP platform afvd They need third party
E5-2600, v2, v3, v4 subsequent platforms with node controllers
E7-2800, v2, E5-4600, v2, v3, v4
processors E7'4800, V2, V3, v4
processors
8S platforms

Platforms with
E7-8800, v2, v3, v4
processors



1.4 Multiprocessor server platforms classified according to
their memory architecture



1.4 Multiprocessor server platforms classified according to their memory arch. (1)

1.4 Multiprocessor server platforms classified according to their memory architecture (1)

Multiprocessor server platforms
classified according to their memory architecture

! !

SMPs NUMAs
(Symmetrical MultiProcessor)
Multiprocessors (Multi socket system) Multiprocessors (Multi socket system)
with Uniform Memory Access (UMA) with Non-Uniform Memory Access
All processors access main memory by the same Each processor is allocated a part of the main memory

mechanism, (e.g. by individual FSBs and an MCH).  (with the related memory space), called the local memory,
whereas the rest is considered as the remote memory.

Typical examples

Processor Processor H Processor Processor -

QPI

E.g. DDR3-1333 E.g. DDR3-1333

%ILH E.g. DDR2-533

1ICH: I/O hub

X
ESI: Enterprise System Interface



1.4 Multiprocessor server platforms classified according to their memory arch. (2)

Main features of SMP-type and NUMA-type server platforms

Multiprocessor server platforms

classified according to their memory architecture

!

SMPs
(Symmetrical MultiProcessor)

— NUMAs

e All processors share the same memory space. e All processors share the same memory space.

» Consequently, all processors access memory e The local part of the main memory can be accessed

basically with the same latency.

by each processor immediately, e.g. via their private
on-die memory controller,

whereas remote parts of the main memory will be
accessed via the processor owing the requested
memory part.

e Processors access their local memory space
with a significantly shorter latency than their
remote memory space, consequently, processors
access main memory with different latencies.



1.4 Multiprocessor server platforms classified according to their memory arch. (3)
Example of measured read latencies of uncached data [73]

Read latencies depend on whether referenced data is kept in the own or remote main memory
space.

a) Read latency of uncached data when referenced data is kept in the own memory space

Nehalem Quadcore Nehalem Quadcore

Core O Core 1§ Core 2 Core 3 Core 4 Core 5§ Core 6§ Core 7

Read latency:
65.1 ns (190 cycles)

IMC: Integrated Memory Controller



1.4 Multiprocessor server platforms classified according to their memory arch. (4)

b) Read latency of uncached data when referenced data is kept in the remote memory space [73]

L1
L2

Core O g Core 1

Nehalem Quadcore

L1 L1
L2 L2

Core 2§ Core 3

L1
L2

Nehalem Quadcore

Core 4 Core 5§ Core 6§ Core 7

L1
L2

L1 L1
L2 L2

L1
L2

Read latency:
106 ns (~310 cycles)

Read latency is increased now by the inter-processor access penalty of 41 ns in this case.



1.5 Platforms classified according to the number of chips
constituting the chipset



1.5 Platforms classified according to the number of chips constituting the chipset (1)

1.5 Platforms classified according to the number of chips constituting the chipset

Implementation of platforms
classified according to the number of chips constituting the chipset

|
! ! L

Platforms with —) Platforms with —) Platforms without
two-chip chipsets single-chip chipsets a chipset
Truland platform (2005/2006) Brickland platform (2014/2015) (AMD's 2S platform
Caneland platform (2007/2008) Purley platform (2017) With EPYC-7000 series processors)

Boxboro-EX platform (2010/2011)



1.5 Platforms classified according to the number of chips constituting the chipset (2)

Example of a platform with a 2-chip chipset: The Boxboro-EX 4S/8S server platform
supporting Nehalem-EX/Westmere-EX processors

Xeon 7500 i
(Nehalem-Ex) / , X€onE7z 4800
(Becton) 8C (Westmere-EX) 10C

Nehalem-EX 8C Nehalem-EX 8C
Westmere-EX Westmere-EX
10C

Nehalem-EX 8C Nehalem-EX 8C

Westmere-EX Westmere-EX
10C 10C

2x4 SMI 2x4 SMI

channels | channels
: PCle
2.0
Nehalem-EX: up to DDR3-1067 l SMI: Scalable Memor
_ : y Interface
Westmere-EX: up to DDR3-1333 I Es] I (Serial link between the processor
4 x QPI up t0 6.4 GT/s [ | and the SMB)
[ : SMB: Scalable Memory Buffer
2 DIMMs/memory channel (Performs conversion between the
' ' serial SMI and the parallel
\ ] DDR3 DIMM interfaces)
N 7/

ME: Management Engine

Nehalem-EX aimed Boxboro-EX MP server platform (for up to 10 C)



1.5 Platforms classified according to the number of chips constituting the chipset (3)

Example of a platform with a single-chip chipset: The Brickland-EX 4S/8S server
platform supporting Ivy Bridge-EX/Haswell-EX/Broadwell-EX processors

Xeon E7-8800 v2/v3/v4
2x4 SMI2 (Ivy Bridge-EX / Haswell-EX /Broadwell-EX) 2x4 SMI2

channels channels
PCIe 3.0 PCIe 3.0

Haswell-EX 18C m:IU}Hﬂ

PCIe 3.0 | 4xPCle2 PCle 3.0 HHH

Up to DDR3-1600
in both performance and lockstep modes and
up to DDR4-1866 in lockstep mode

SMI2: Scalable Memory Interface 2
(Parallel 64-bit VMSE data link between
QPI 1.1: Up to 9.6 GT/s the processor and the SMB)
SMB: Scalable Memory Buffer
(C112/C114: Jordan Creek 2)
(Performs conversion between the
parallel SMI2 and the parallel
DDR3/DDR4 DIMM interfaces)

Cl112: 2 DIMMs/channel
C114: 3 DIMMs/channel

C602] PCH

(Patsburg J) ME

ME: Management Engine



1.5 Platforms classified according to the number of chips constituting the chipset (3)

Example of a platform without a chipset: AMD’s 2S server platform supporting
EPYC 7000 processors

H H { l— AMD EPYC 7000

1}H
"

64 ax16 bit 64 §
PCle 3.0 differential links pc1e 3.0

8 channels 8 channels
up to DDR4-2666 up to DDR4-2666



1.6 Naming schemes of Intel’s servers



1.6 Naming schemes of Intel’s servers (1)

1.6 Naming schemes of Intel’s server processors
a) Intel's naming scheme for servers until 2005

Until 2005 Intel named their servers by identifying clock frequency and server configuration,
like Xeon 2.8 GHz DP or Xeon 2.0 GHz MP, since Intel’s IC technology was superior to their
competitors and provided higher clock frequencies.

Remark

At that time AMD manufactured their processors in their own foundry, nevertheless by

a less advanced IC technology, so AMD's processors had lower clock frequencies vs.
Intel’s processors.

To hide this deficiency, AMD introduced a new naming scheme for their processors beginning
with their Athlon XP desktop line in 2003.

« The new naming scheme consisted of a four digit number and the +character., e.q.
Athlon 1600+.

AMD interpreted it as the relative performance level related to a given AMD DT model
(Athlon 1.4 GHz).

The relative performance was calculated as the average value of a wide range of benchmarks.

The actual clock frequencies however, were lower figures, e.g. the Athlon XP 1600+ had
a clock frequency of 1.4 GHz.



1.6 Naming schemes of Intel’s servers (2)

b) Intel’s naming scheme for servers used between 2005 and 2011

In the first years of the 2000's clock frequencies became stagnating, as indicated below [168].

Clock F Ti ~AMD TDEC - oth
D000, 1 I i ooms s o i SOL L el
eD [ s b s
1000 fecvvmee e B e
§ 21 I S & :
300 |- oo o s e
. TS
99 bos co P Sett B o s s el s e
10 -
1985 1990 1995 2000 2005 2010

Figure: Historical growth of clock rates [168]



1.6 Naming schemes of Intel’s servers (3)

b) Intel’s naming scheme for servers used between 2005 and 2011 -2

" As an aftermath Intel had to disrupt using its previous naming scheme and introduced
an AMD like naming scheme in 2005, as follows:

Intel’s naming scheme introduced for their server processors in 2005

|
! i I ]

9000 series 7000 series 5000 series 3000 series
Itanium lines MP server (4S) DP server (2S) UP server
of processors lines lines lines

Accordingly, Intel’s subsequent MP (4S) server processor lines were designated as follows:

7000 Paxville MP Pentium 4 Prescott MP 2005
7100 Tulsa Pentium 4 Prescott MP 2006
7200 Tigerton DC Core 2 2007
7300 Tigerton QC Core 2 2007
7400 Dunnington Penryn 2008
7500 Beckton Nehalem 2010

The drawback of this naming scheme is that it does not reveal any significant features of the
related server families.



1.6 Naming schemes of Intel’s servers (4)

c) Intel's renewed naming scheme for servers introduced with the Westmere line in -1

« In 4/2011 Intel renewed its entire naming scheme to reflect more details in the designations.
« This resulted in the following new naming scheme for servers:

Product Product

( intel' inside”

Brand Line Family Version B
( © " —r— A e—— R L. = N
Intel” Xeon® processor €7 - 4820 | v2 Xeon
I ‘_ ‘Usuffix denotes low power
Wayness, max # of CPUs in a node (1,2.4.8) processor when applicable
Socket Type Processor SKU

(ie 10, 20, 30, 35 etc...)

Figure: Intel’s new Xeon naming scheme [127]
» Interpretations

* Product line: E3, E5 or E7 (E: Enterprise).
« Wayness: How many processors are natively supported in a system
« Socket type: Signifies processor performance,

» 8: high performance

+ 6: effective performance

* 4: entry level

* Processor SKU: Last two digits of the model number (SKU: Storage Keeping Unit)
« Version: The same version numbers indicate a common microarchitecture
. Westmere/Sandy Bridge (without any version number)
« v2: Ivy Bridge
« v3: Haswell
* v4: Broadwell etc.


https://communities.intel.com/servlet/JiveServlet/showImage/38-14184-32685/New+Number+Construct-+Detailed.png

1.6 Naming schemes of Intel’s servers (5)

Remarks

1) The designation of the server generations v2, v3 etc. does not coincides with the designation
of the microarchitecture generations, as shown below:

. . Architecture .

Westmere (without designation) only E7
. (without designation) only
Sandy Bridge Gen. 2 E3/E5
Ivy Bridge Gen. 3 v2
Haswell Gen. 4 v3
Broadwell Gen. 5 v4

2) The Itanium line has not been renamed, it remained the 9000-line, with model humbers
of 9300, 9500, up to 9700



1.6 Naming schemes of Intel’s servers (6)

Intel's renewed naming scheme for servers introduced with the Westmere line -2

Accordingly, Intel high-end (EX) server lines became designated as follows:

il Models Scalability | €oFe count
server lines up to

Westmere-EX

Ivy Bridge-EX

Haswell-EX

Broadwell-EX

E7-2800
E7-4800
E7-8800

E7-28xx v2
E7-48xx v2
E7-88xx v2

E7-48xx v3
E7-88xx v3

E7-48xx v4
E7-88xx v4

2-socket
4-socket
8-socket

2-socket
4-socket
8-socket

4-socket
8-socket

4-socket
8-socket

10C

15C

14C
18C

16C
22C

LGA 1567

LGA 2011-1

LGA 2011-1

LGA 2011-1

2011

2014

2015

2016



1.6 Naming schemes of Intel’s servers (7)

Example: The full range of Intel’s server product lines in the Haswell family

The Haswell family

¢ N e Al T TN

Haswell Haswell-E I Haswell-EN Haswell-EP Haswell-EX I

(LGA1150) (LGA2011) I (LGA1150) (LGA2011) (LG2011) I

Mobiles and desktops  High end desktops | Microservers/ Efficient performance High-end servers |

(HEDs) [ UP servers servers, workstations |

Up to 4 cores Upto8cores | Upto4 cores Up to 18 cores Up to 18 cores |

i3/i5/i7 designations i7 designation  \ E3 designation E5 designation E7 designation /’

il =mI IE —EE EE —E I D I G S G GBS S S G G G B G S G G G B G G G G G B S B G G G B B S G S S S . l

Servers

Microservers E3-1275L/1265L v3, 4C+G, HT, 6/2013 and 5/2014

E3-1240L/1230L/1220L v3, 2C/4C, HT, 6/2013 and 5/2014

UP Servers E3-12x5/12x6 v3, 4C+G, HT, 6/2013 and 5/2014
E3-12x0/12x1 v3, 4C, HT, 6/2013 and 5/2014

E5-16xx v3, 4/6/8C, 9/2014

!
|
!
|
!
|
!
|
!
|
E5-24xx v3, 4/6/8/10C, 1/2015 !
|
!
|
!

25-Servers
E5-26xx v3, 4/6/8/10/12/14/16/18C, 9/2014
E5-46xx v3, 6/10/12/14/16/18C, 6/2015
45/8S-Servers E7-48xx v3, 8/10/12/14C, 5/2015

|
|
|
|
|
|
|
|
| Workstations
|
|
|
|
|
|
|
|

E7-88xx v3, 4/10/16/18C, 5/2015 |



1.6 Naming schemes of Intel’s servers (8)

Drawback of the implementation of Intel's - Westmere to Broadwell based
- 25/4S/8S servers

There is a large number of different implementation alternatives of Intel's Westmere to Broadwell
based 2S to 8S server processors, as the next Figure indicates.



1.6 Naming schemes of Intel’s servers (9)

Example: E5/E7 platform options built up of Ivy Bridge based server processors [117]

Romley platform EP: Efficient Performance level options
EN: Entry level ES v2 4S w/4 Native DDR3, 40 PCle lanes, 2 QP

links per sockg

E5 v2 2S w/3 Native DDR3, 20 PCle E5 v2 2S w/4 Native DDR3, 40 PCle
lanes, 1 QPI link per socket lanes, 2 QP! links per socket

DDR%

ES 46xx ve ;
)

DDR

Lk

(e

Brickland platform: High-end (EX) platform options

E7 v2 4S w/8 Native DDR3 through Memory eXtension Buffer
chips (MXB)

E7 v2 8S processors and QP link connectivity shown only
32 PCle lanes, 3 QR

E7-88xx vZ

E7-48xx vZ ”3“]”‘
| —
| SMI2 )

o

E/-88xxv2

| SN2 )

=
£7-48xx v2 )mmm{

E7-88xxv2

| —
| STI2)



1.6 Naming schemes of Intel’s servers (10)

Example: E5/E7 processor features of Intel's Ivy Bridge based server processors [117]

The main differences are between implementing the E5-EN, E5-EP and the E7-EX Ivy Bridge
based server processors, as follows:

Attachment
via 4 low line count
proprietary 64-bit parallel
channels (SMI2 channels)
with on-board memory buffers,

Directly attached DDR3
memory channels to a single

or dual MCs while 2 DDR3/4 channels
are connected to
each mem. buffer
3 DDR3 4 DDR3 8 DDR3
channels channels channels
1 QPI link 2 QPI links 3 QPI links
3x8 lanes 5x8 lanes 4x8 lanes

2S options: C600 (Patsburg)

4S options: C610 (Wellsburg) SR 4 (sl )




1.6 Naming schemes of Intel’s servers (11)

d) Intel’s latest naming scheme for servers introduced with the Skylake-SP line in 2017

It aims at

« unifying the processor implementations of the 2S, 4S, 8S configurations,
« introducing four performance grades instead of two (E7/E5) and

as indicated in the following figures.



1.6 Naming schemes of Intel’s servers (12)

Unifying the processor implementation of the 2S to 8S configurations [139]

2S Configurations

4S Configurations

8S Configuration

I . >
e -
DML, rm x4, m
3x16 3x16
PCle" 1x1006 PCle* 1x1006

Intel® OP Fabric Intel® OP Fabric

“—> i{unn md .
[ ey |
A & A SKL s e
EEe> ol Vintel®” ¢ Iff‘f
Ll —p L UPI L d ‘
e — -
+—> ‘

(2S-2UPI & 25-3UPI shown)

LBG: Lewisburg (PCH)
OP: OmniPath

3x16
PCle*

(4S-2UPI & 4S-3UPI shown)

~r




1.6 Naming schemes of Intel’s servers (13)

Introducing four performance grades instead of two (E7/E5)[139]

2016

Intel® Xeon® Processor E7

%’:}% | Taraeted at mission criical Brickland Platform Purley Platform
: applications that value a scale-up Haswell Broadwell Skylake Cascade

system with leadership memory E7v3 E7 v4 (45/85) 2% e

capacity and advanced RAS INTEL" XEON® PLATINUM

) NTELXEON GOLL
= Intel® Xeon® Processor E5 I LN

. (intel Grantley-EP Platform - T
INTELXEONSILVER

v |§ Targeted atawide variety of
=« applications that value a balanced

system with leadership INTEL XEON BRONZE
performance/watt/$ m
CONVERGED PLATFORM WITH INNOVATIVE SKYLAKE-SP MICROARCHITECTURE




1.6 Naming schemes of Intel’s servers (14)

Corresponding new model naming starting with the Skylake-SP processor line [140]

Intel® Xeon® processor

E7 Family (4/8s+) r
Intel® Xeon®
“esramiyome nnmma

popn

Integrations and Optimizations
(if applicable)
F = Fabric (OmniPath)

+ T = High Tcase/Extended Reliability

Memory Capacity

* No Suffix = 768GB per socket
M = 1.5TB per socket

Processor Generation Processor SKU
* 1 =15 Gen (Skylake-SP) + (ex.20,34.)

SKU Level
8 = Platinum
6, 5 = Gold
4 = Silver
3 = Bronze
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1.7 Overview of Intel’s high-end server platforms (1)

1.7 Overview of Intel’s high-end 4S/8S multicore server platforms -1

Intel’s high-end 4S/8S multicore server platforms

|
! J I ! !

Truland Caneland Boxboro-EX Brickland-EX Purley
(2005) (2007) (2010) (2014) (2017)
(90/65 nm) (65/45 nm) (45/32 nm) (22/14 nm) (14 nm)
Pentium 4 Xeon MP Core 2 Xeon MP Nehalem-EX/ Ivy Bridge-EX/ Skylake-SP
based based Westmere-EX Haswell-EX based
based Broadwell-EX
based



1.7 Overview of Intel’s high-end server platforms (1)

Overview of Intel’s high-end multicore 4S/8S platforms and processors

High-end Core . Proc.
Platform Core Techn. Intro. server processor lines count Chipset socket
Pentium 4 MP 90 nm Pentium 4 MP E8500 +
Prescott 90 nm 3/2005 (Potomac) 1C ICH5
Truland MP Pentium 4 Presc. 90 nm 11/2005 7000 (Paxville MP) 2x1C ES501 + LGA 604
Pentium 4 Presc. | 65nm | 8/2006 7100 (Tulsa) 2x1C ICHS
Ti D 2
Core2 65nm | 9/2007 7200 (Tigerton DC) c E7300
Caneland MP 7390 (Tigerton QC) 2x2C _| (Qlarksboro)+ LGA 604
631x/632x
Penryn 45 nm 9/2008 7400 (Dunnington) 6C ESB
7 Beckt
Nehalem 45 nm | 3/2010 >00 (Beckton/ 8C 2500
Nehalem-EX) LGA
Boxboro-EX (Boxboro) + 1567
Westmere 32 nm 4/2011 S 10C ICH10
(Westmere-EX)
Sandy Bidge 32 nm
Ivy Bridge 22 nm 2/2014 E7-4800 v2 (Ivy Bridge-EX) 15C
_ C602] LGA
Brickland Haswell 22 nm 5/2015 E7-4800 v3 (Haswell-EX) 14C (Patsburg J) 2011-1
Broadwell 14 nm 6/2016 E7-4800 v4 (Broadwell-EX) 16C
. C620 LGA
Purley Skylake 14 nm 7/2017 Platinum 8100 (Skylake-SP) 28C ALewieluna) 3647




1.7 Overview of Intel’s high-end server platforms (3)

Remark: Remember of Intel’s transfer to 64-bit ISA in their server lines [97]

I Server & Workstation Platforms A3p> |  Supports

. |_Intel® EM64T |

Intel® Xeon™ processor MP | N Cranford | Potomac
(Gallatin; 4MB L3 Cache) |l Price/performance Increased L3 Cache

Existing Platforms " Intel Twin Castle 4S/Enabled

Intel Xeon Intel Xeon processor IRwindal
Processor | (800 MHz FSB) winaaie
(3.20 GHz; 1M Cache) | (23.60 GHz; 1M Cache) (3.8GHz, 2M cache)

_ggg;'sgzg‘ggé;;,,ﬁgg Intel® E7520, E7525, E7320 chipsets (800 MHz)

Intel® Pentium® 4 Intel Pentium 4 , .. ,
processor processor w/HTT Future Intel' Pentium 4 processor w/HTT

(>3.60 GHz; 1M Cache) | (23.60 GHz; 1M Cache) (3.8GHz, 2M cache)

Existing Platforms | Intel® 925X Express chipset, Copper River




2. Evolution of Intel’s high-end multicore
4S/8S server platforms

2.1 Evolution of key features of Intel’s high-end
4S/8S multicore server platforms

2.2 The memory bandwidth bottleneck

2.3 Maximum number of standard DRAM channels that
can directly be connected to the MCH or a processor

2.4 The basic design space of connecting
memory subsystems to server platforms

2.5 The FSB bottleneck in FSB configurations and
its resolution

2.6 Overview of the evolution of Intel’s high-end 4S/8S
server platforms
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2.1 Evolution of key features of Intel’s high-end 4S/8S server platforms (1)

2.1 Evolution of key features of Intel’s high-end 4S/8S multicore server platforms

Intel's high-end multicore server processors had supported first 4-socket (4S or MP) and
later 8-socket (8S) platforms, as indicated in the Table below.

High-end 4S/8S server

Core

Platform Core Techn. Intro. processor lines count Scalability
Per;tlum itMP 90 nm 3/2005 90 nmPPintlum 4 MP 1C
Truland MP resco (Potomac) 4-socket servers
rutan Pentium 4 Presc. 90 nm 11/2005 7000 (Paxville MP) 2x1C (4S)
Pentium 4 Presc. 65 nm 8/2006 7100 (Tulsa) 2x1C
7200 (Tigerton DC) 2C
Core2 65nm | 9/2007 7300 (Tigerton QC) 2x2C 4-socket servers
Caneland (49)
Penryn 45 nm 9/2008 7400 (Dunnington) 6C
Nehalem 45 nm | 3/2010 7500 (Beckton/ 8C
Nehalem-EX) 8-socket servers
Boxboro-EX
Westmere 32 nm 4/2011 SR 10C (85)
(Westmere-EX)
Sandy Bidge 32 nm
Ivy Bridge 22 nm 2/2014 E7-8800 v2 (Ivy Bridge-EX) 15C
Brickland Haswell 22 nm 5/2015 E7-8800 v3 (Haswell-EX) 18C 8-sock(e8tss;ervers
Broadwell 14 nm 6/2016 E7-8800 v4 (Broadwell-EX) 24C
Purley Skylake 14 nm 7/2017 Platinum 8100 (Skylake-SP) 28C 8-socket servers (8S)

Table: Intel’s high-end 4S/8S multicore server platforms and processors




2.1 Evolution of key features of Intel’s high-end 4S/8S server platforms (2)

a) Evolution of core counts in Intel's high-end 4S/8S multicore server processors -1

High-end 4S/8S server Core . Proc.
Core Techn. Intro. processor lines count Chipset socket
Pentium 4 MP 90 nm Pentium 4 MP E8500 +
Prescott 90 nm 3/2005 (Potomac) 1C ICH5
vanEnd Pentium 4 Presc. 90 nm 11/2005 7000 (Paxville MP) 2x1C ES501 + =G e
Pentium 4 Presc. 65 nm 8/2006 7100 (Tulsa) 2x1C ICH5
7200 (Tigerton DC) 2C E7300
2 2007
Core 65nm | 9/200 7300 (Tigerton QC) 2x2C | (Clarksboro)
Caneland + LGA 604
Penryn 45 nm 9/2008 7400 (Dunnington) 6C 631x/632x
ESB
Nehalem 45 nm | 3/2010 7500 (Beckton/ 8C
Nehalem-EX) 7500 +
Boxboro-EX LGA 1567
Westmere 32 nm 4/2011 Iy 10C 1CH1L0
(Westmere-EX)
Sandy Bidge 32 nm
Ivy Bridge 22 nm 2/2014 E7-8800 v2 (Ivy Bridge-EX) 15C
. C602] LGA
Brickland Haswell 22 nm 5/2015 E7-8800 v3 (Haswell-EX) 18C (Patsburg J) 2011-1
Broadwell 14 nm 6/2016 E7-8800 v4 (Broadwell-EX) 24C
. C620
Purley Skylake 14 nm 7/2017 Platinum 8100 (Skylake-SP) 28C LGA 3647

(Lewisburg)




2.1 Evolution of key features of Intel’s high-end 4S/8S server platforms (3)

a) Evolution of core counts in Intel's high-end 4S/8S multicore server processors -2

Core
count
N\
Broadwell-EX
14
| Emergence of HasweII-EX( nm)
28 L3 caches (22 nm)
24 in the Core 2 line Ivy-Bridge-EX Skylake-SP
18 . (22 nm) (14 nm)
15 Westmere-EX
10 Nehz,ajé’m-E)g32 nm)
1 7400 445 nm)
8 (45 nm).~
6 7300 ¥
(65 nm)
4 —_
7000
(90 nm)
2 —+ *
7100
(65 nm
16 MB L3)
>
2006 2008 2010 2012 2014 2016 Year



2.1 Evolution of key features of Intel’s high-end 4S/8S server platforms (4)

al) Evolution of core counts in Intel’s high-end 4S multicore server processors
before L3 caches emerged -1

Core
count
N
Broadwell-EX
Emergence of HasweII-EX(14 nm)
28 T L3 caches //' (22 nm)
24 in the Core 2 line e Ivy-Bridge-EX Skylake-SP
i (22 nm) (14 nm)
15 Weéstmere-EX
0l Neha%ﬁn—E§32nnn
7400 /«(’45 nm)

8 i

(45 nm)."’

X

7100

(65 nm
\iMB L3)

| | | | | | | | | I I I
2006 2008 2010 2012 2014 2016 Year

| | | | | | | | | | LS




2.1 Evolution of key features of Intel’s high-end 4S/8S server platforms (5)

al) Evolution of core counts in Intel’s high-end 4S multicore server processors
before L3 caches emerged -2

« As the above Figure shows core count roughly doubled every two years in early, L3 caache-
less server processors.

« In light of Moore’s rule this is obvious, since IC technology developments allowed to double
transistor counts and thus also core counts roughly every two years as long as L3 caches
did not occupy large parts of the silicon area.

Remark

In the Figure indicating the grows of core counts, the 7100 line don't fit to the line describing
the raise of core counts in early L3 cache-less high-end servers.



2.1 Evolution of key features of Intel’s high-end 4S/8S server platforms (6)

al) Evolution of core counts in Intel’s high-end 4S multicore server processors
before L3 caches emerged -3

C%(:Ir:t T Bro?ld4well)-EX
’ nm
| Emergence of Haswell-EX
%2 T L3 caches (22 nm)
in the Core 2 line Ivy-Bridge-EX Skylake-SP
18 + (22 nm) (14 nm)
157 Westmere-EX
(32
10 NehaLefm-E)E "m)
1 7400  (45nm)

8 —+ (45 nm) .~
: ,
4 —
2 *

7100

(65 nm

16 MB L3)
| | | | | | | i | | | | —
|
2006 2008 2010 2012 2014 2016 Year

The reason for this discrepancy is straightforward, since the Pentium 4-based 7100, albeit
manufactured on a smaller feature size (65 nm) included already a large, 16 MB L3 cache
that reduced the silicon area available for the cores and thus limited the core count.



2.1 Evolution of key features of Intel’s high-end 4S/8S server platforms (7)

a2) Evolution of core counts in Intel’s high-end 4S multicore server processors
after L3 caches emerged -1

Core
count
A
Broadwell-EX
14
| Emergence of HasweII-EX( nm)
%2 T L3 caches (22 nm)
in the Core 2 line Ivy-Bridge-E Skylake-SP
18 . (22 nm) (14 nm)
15 =7 Wéstmere-EX
2
10 - NehaJém—E>£3 "m)
7400 /(’45 nm)
8 T (45 pm)~’
e | )
4 —_
7000
(90 nm)

2 —+ *

7100

(65 nm

16 MB L3)

>

2006 2008 2010 2012 2014 2016 Year

Figure: Core counts in Intel's high-end multicore 4S/8S server processors



2.1 Evolution of key features of Intel’s high-end 4S/8S server platforms (8)

Introduction of L3 caches in Intel's high-end 4S/8S multicore server processor lines

High-end 4S/8S Core L3 . Proc.
. . h t
S L=l Intro server processors count MB Chipse socket
90 nm Pentium 4 MP E8500 +
90 nm 3/2005 e 1C 8 ICHS
Pentium 4 MP LGA
Truland MP : 604
Prescott 90 nm 11/2005 7000 (Paxville MP) 2x1C -- ES501 +
65nm | 8/2006 7100 (Tulsa) 2x1C 16 ICH5
7200 (Tigerton DC) 2C E7300
2007 --
Core2 65nm | 9/200 7300 (Tigerton QC) | 2x2C (Clarksboro) | | e
Caneland +
631x/632 604
Penryn 45 nm 9/2008 7400 (Dunnington) 6C 16 ;SB X
Nehalem 45nm | 3/2010 7500 (Beckton/ 8C 8x3
Nehalem-EX) 7500 + LGA
Boxboro-EX
w 32 4/2011 £7-8800 10C 10x3 {CHIO 207
estmere nm / (Westmere-EX) X
Sandy Bidge 32 nm
E7-8800 v2
i 15x2.
Ivy Bridge 22 nm 2/2014 T SE B 15C 5x2.5
. E7-8800 v3 C602] LGA
2.
Brickland Haswell 22 nm 5/2015 (Haswell-EX) 18C 18x2.5 (Patsburg J) | 2011-1
E7-8800 v4
.5
Broadwell 14 nm 6/2016 (Broadwell-EX) 24C 24x2
Platinum 8100 C620 LGA
28x2.
Purley Skylake 14 nm 7/2017 (Skylake-SP) 28C 8x2.5 i) 3647




2.1 Evolution of key features of Intel’s high-end 4S/8S server platforms (9)

Introducing an L3 cache in the Penryn-based Xeon 7400 MP (2008)
As the Figure shows the 16 MB L3 (LLC) covers almost the same die area as the 6 cores.

Hie

cores -

Thermal
sensors

i
(o §
I il
i R
i iy )
- A
5[ [
- ]
]
r
i
i

3 MB L2 (MLC)/2 cores

Figure Die plot of the Penryn-based Xeon 7400 MP [96]



2.1 Evolution of key features of Intel’s high-end 4S/8S server platforms (10)

a2) Evolution of core counts in Intel’s high-end 4S/8S multicore server processors

after L3 caches emerged -2

The Figure showing the evolution of core counts indicates that after L3 caches appeared

core counts raised in a slower rate as before, approximately by doubling every four years.
This rate results from the similar rate of raising transistor counts, as the subsequent Table and

the related Figure show.

Technology T'(-mfliisot: )r =
7300 65 nm 2Xx2 no L3 582
7400 45 nm 6 16 MB 1900
Nehalem-EX 45 nm 8 8x3 MB 2300
Westmere-EX 32 nm 10 10x3 MB 2600
Ivy Bridge-EX 22 nm 15 14x2.5 MB 4310
Haswell-EX 22 nm 18 18x2.5 MB 5700
Broadwell-EX 14 nm 24 24x2.5 MB 7200

Table: Specific data of Intel’s Core 2 based server processor dies

(Source: Intel’s data)

Die area

(mm?)

286
503
513
512
541
662
456



2.1 Evolution of key features of Intel’s high-end 4S/8S server platforms (11)

Evolution of transistor counts of Intel’s Core 2 based server processor dies

Transist
or
count
(billion)
A Broadwell-EX
10 Emergence of Haswell- (14 nm)
8 L3 caches EX
in the Core 2 line Ivy-Bridge-EX22 nm
6 - (22 nm)
4 Westmere-
Nehalem- 3
(45 nm)
7400
45 nm
5 | ( )
| | | | | | | | | | i i >

| | | | | | | | | I I I
2006 2008 2010 2012 2014 2016 Year

The slower rate of raising transitor counts can presumable be attributed to the limited power
budget for each technology node.



2.1 Evolution of key features of Intel’s high-end 4S/8S server platforms (12)

Remark -1

« There is an anomaly in respect to the 6-core Xeon 7400 since it lies on the evolution path
of the L3-less processors albeit it includes already a 16 MB large L3 cache.

« The reason for this is simple, as this processor has been fabricated by 45 nm technology vs.
65 nm on an almost doubled silicon area (503 mm?2 vs. 286 mm?2) compared to the
foregoing Xeon 7300, allowing nearly to qudruple the transistor count from the previous
582 million to 1.9 billion.

In this way the large available transistor count did not restrict the core count.

 Here we note that subsequent processors were fabricated on about the same silicon area
as the Xeon 7400 thus these processors (as seen in the Table below), and therefore
followed the evolution path with the reduced slope.

Transistors Die area

Technology Core count

(million) (mm?2)
7300 65 nm 2x2 no L3 582 286
7400 45 nm 6 16 MB 1900 503
Nehale-EX 45 nm 8 8x3 MB 2300 513
Westmere-EX 32 nm 10 10x3 MB 2600 512
Ivy Bridge-EX 22 nm 15 14x2.5 MB 4310 541
Haswell-EX 22 nm 18 18x2.5 MB 5700 662
Broadwell-EX 14 nm 24 24x2.5 MB 7200 456

Table: Specific data of Intel’s Core 2 based server processor dies



2.1 Evolution of key features of Intel’s high-end 4S/8S server platforms (13)

b) Evolution of memory transfer rates in Intel’s DTs and HE multicore 4S/8S servers

Transfer rate

(MT/s)
A
DDR4/2400
3000 __DDR4/2133
DDR3 - DDR3/1866 . X
1600 - *
2000 5DR3 —
DDR3 1333 -
¥ DDR2 1067 DDR3/4 DDR4 2666
w8 ¥ * DDR3 1866
1000 - DDR2 800 - = 1 1600 A
DDR2 067 DDR3 24/8 years
DDR 533  « 1067
DDR 400 * [ mY m Yo /\
500 +——— DDR 333 DRz [N}
DDR Emergence of
4S/8S 400 DDR4 memory
200 Emergence of
DDR3 memory
100
50
I T l ! | I I >
2000 o1 02 03 04 05 06 07 08 09 2010 11 12 13 14 15 16 17 Year

HE: High-End



2.1 Evolution of key features of Intel’s high-end 4S/8S server platforms (14)

Evolution of DDR/DDR2 memory transfer rates in Intel’s DTs and HE 4S/8S servers -1

Transfer rate

(MT/s)
N
/\ DDR4/2400
3000 _ DDR4/2133
/ \ DDR3 __.--~"DDR3/1866 ., X
1600 R *
2000 DDR3 - SoRA
DDR3
1333 DDR3/4 DDR4 2666
oats DDR2 1067 .
#|& Y DDR3 1866
1000 - DDR2 800 - = 1 1600 A
DDR2 667 * DD 3 _,2*/8 yea"s
DDR 533 67
DDR 400 * [ mY m Yo /\
500 DDR 333 DRz [N}
DDR Emergence of
4S/8S 400 DDR4 memory
200 Emergence of
DDR3 memory
100 —_—
50
I I I I I | I | I I I I I I I T >
2000 o1 02 03 04 05 06 07 08 09 2010 11 12 13 14 15 16 17 Year

HE: High-End



2.1 Evolution of key features of Intel’s high-end 4S/8S server platforms (15)

Evolution of DDR/DDR2 memory transfer rates in Intel’s DTs and HE 4S/8S servers -2

» As the Figure shows, in the course of evolution transfer rates of DDR2 memories doubled
roughly every four years, that is roughly half as fast as transfer rates of core counts
of high-end 4S/8S server processors.



2.1 Evolution of key features of Intel’s high-end 4S/8S server platforms (16)

Evolution of DDR3/DDR4 memory transfer rates in Intel’s DTs and HE 4S/8S servers -1

Transfer rate

(MT/s)
N\
DDRA4/2400

000 — DDR4/2133
DDR3 __.-~"" DDR3/1866 . X
1600 *

2000 . DDR3 DDR4

1333 ; DDR4
. oors 10 x DDR3/4 2666
A DDR3 1866

1000 - DDR2 800 = 1 1600 A
DDR2 667 p DDR3 |8 years
DDR 533 * 1067
DDR 400 . e\ A H

500 - ppRr 333 / DDR

4S/8S alggz DDR4 memory
200 | Emergence of
DDR3 memory
100
50
I T T T T T T >
2000 01 02 03 04 05 06 07 08 09 2010 11 12 13 14 15 16 17 vear

HE: High-End



2.1 Evolution of key features of Intel’s high-end 4S/8S server platforms (17)

Evolution of DDR3/DDR4 memory transfer rates in Intel’s DTs and HE 4S/8S servers -2

As the above Figure shows, after DDR3 memory emerged rate of memory transfer rates
slowed down to doubling rougly every eight years due to the higher complexity of the
technology.



2.2 The memory bandwidth bottleneck



2.2 The memory bandwidth bottleneck (1)

2.2 The memory bandwidth bottleneck
a) The need for preserving the per core memory bandwidth in multicore processors

In servers every core may run independently from each other, consequently,
the memory bandwidth needs to be linearly scaled with the core count, in other words

while processor generations evolve the per core memory bandwidth should be preserved.

« The per core memory bandwidth of a socket (BWy,core) amounts to
BWy/core = ny *w Ty /n¢
with ny: Number of memory channels

w: Width of a memory channel (8 byte)
Ty: Transfer rate of the memory (e.g 2.4 GT/s)

nc: Core count



2.2 The memory bandwidth bottleneck (2)

What happens when over server generations the memory transfer rate raises slower
than the core count?

If in subsequent processor generations the memory transfer rate (T,) rises slower
than the core count (n¢), then in the expression of the per core memory bandwidth
(BW,,/core

BW/core = ny*w *Ty /n¢

the ratio of T,, /n- decreases and consequently, the per core memory bandwidth decreases
and a memory bandwidth gap arises.



2.2 The memory bandwidth bottleneck (3)

How can the per-core memory bandwidth be preserved when over generations the
memory transfer rate raises slower than the core count?

When the ratio of T,, /n. decreases the per-core memory bandwidth (BW/core) may be
preserved if ny becomes suitable increased, as the expression for BW,,/core reveals:

BW/core = ny *w * Ty /n¢
In other words

if in @ processor family the per core memory bandwidth should be preserved over
generations the emerging memory bandwidth gap needs to be compensated
by appropriately raising the number of memory channels (ny) on the platform.

Here we assume that the width of the memory channels (w) remains unchanged.



2.2 The memory bandwidth bottleneck (4)

The number of memory channels (n,) needed per socket for preserving the per core
memory bandwidth of an n-core high-end 4S/8S server

« Assuming the discussed core count and memory transfer growth rates it has been shown []
that a high-end server with n. cores needs approximately ny, = V2 «= vVn memory channels
per socket if the per core memory bandwidth should be preserved related to typical early
single core 4S server implementations.

+ The required memory channel numbers per socket are shown in the Table below.

2 2.0
4 2.8
6 3.5
8 4.0
10 4.5
12 4.9
14 5.3
16 5.6
20 6.3
24 6.9
32 8.0
Table: The number of memory channels (ny) needed 48 9.8

per socket for preserving the per core memory bandwidth
of a high-end server with n. cores 64 11.3 x



2.2 The memory bandwidth bottleneck (5)

Note

Providing enough memory channels and thus memory bandwidth per socket is one of the key
challenges in designing server processors and platforms since multicores emerged and core
counts continuously raise due to electrical and power constraints, as discussed in the
subsequent Sections.



2.2 The memory bandwidth bottleneck (6)

Example: Raising the number of memory channels (ny) in Intel's high-end 4S/8S servers

In order to preserve the per core memory bandwidth the number of memory channels
rose rapidly from 1 per socket to 8 per socket in Intel's high-end server platforms,
as shown in the next Table.



2.2 The memory bandwidth bottleneck (7)

No. and max. transfer rate of memory channels in Intel's high-end server lines

Core No. and max. Kind of
Platform Date .
Platform . Processor Technology count speed of memory || connecting memory
topology of intro.
(up to) channels/socket Socket
90 nm
3/2005 Pentium 4 MP 90 nm 1C
<Mp (Potomac) 1x 4 serial channels
Truland MP w/dual FSBs 11/2005 Xeon 7000 (P4) 90 nm I%1C DDR2-400/socket (IMI) via MCH
(Paxville MP) LGA 604
Xeon 7100 (P4)
8/2006 (Tulsa) 65 nm 2C
Xeon 7200 (Core 2)
9/2007 Tigerton DC 65 nm 2C
S » A > 1x 4 serial FB-DIMM
Caneland |\ o4 reps | /2007 eo; ertorf Qoée ) 65 nm 2x2C DDR2-667/socket | channels via MCH
g (FB-DIMM) LGA 604
9/2008 Xeon 7409 (Penryn) 45 nm 6C
(Dunnington)
Nehalem-EX
3/2010 (Xeon 7500/ 45 nm 8C v 4 serial channels
- Beckton X SMI) /socket
poxboreTEX NUMA Wfastmere LX DDR3-1067/socket ( LG,)A/1567
fully 4/2011 (E7-8800) 32 nm 10C
connected .
Ivy Bridge-EX 8x
for 45 2/2014 (E7-8800 v2) 22 nm 15C DDR3-1600/socket
platforms, " 4 parallel channels
Brickland partially 5/2015 Haswell-EX 22 nm 18C 8x (SMI2)/socket
Co?negt;d (E7-8800 v3) DDR4-1866/socket LGA-2011-1
or Broadwell-EX 8x
platforms 6/2016 (E7-8800 v4) 14 nm 24C DDR4-1866/socket
6 direct attached
Purley 7/2017 Skylake-SP 14 nm 28C éx DDR4 channels/socket

(Platinum 8100)

DDR4-2666/socket

LGA-3647




2.3 Maximum number of standard DRAM channels
that can directly be connected to the MCH or a processor



2.3 Maximum number of standard DRAM channels (1)

2.3 Maximum number of standard DRAM channels that can directly be connected to
the MCH or a processor -1

In early server and client platforms memory channels are typically directly connected to the MCH
along with recent client platforms that usually attach memory directly to the processor or to
processors in server platforms, as the examples below illustrate it.

Pentium 4 Willamette
With SMP support
(called Foster)

Core 2 7t generation
(Skylake based)

FSB E.g. 400 MT/s
DDR3L-1600

}H E.g. DDR4-2166 or
Il

it

E.g. HI 1.5 E.g. PC800 RDRAM

HI 1.5 266 MB/s

High-level block diagram of an High-level block diagram of a
early Pentium 4 based DP server recent Core 2 Skylake based DT



2.3 Maximum number of standard DRAM channels (2)

Maximum number of standard DRAM channels that can directly be connected to the
MCH or a processor -2

« For directly connected standard DIMM channels each memory channel requires a large
number of copper traces since these interconnects are parallel, 8-byte wide links.

« The exact number of copper traces needed depends on the memory type used, for actual
numbers see the next Figure.



2.3 Maximum number of standard DRAM channels (3)

Pin counts of SDRAM to . e

DDR4 DIMMs - Kingston® 7
All these DIMMs SDRAM - - ‘- 168-pi

are 8-byte wide. (SDR) i : : ) ol

DDR 184-pin

< TE 5 0mB 1R PL2- 32000330 - 10- A1

DDR2 < i i . 240- pin

DDR3

DDR4-2400 8GB U-DIMM
B128 BIC CL 16.0 {1,2V)

1N L P/N: ADCIOGE-MATP v | S ~ . . .
DDR4 3 TewhOS" C: TIDETAN9291007 5 . : o . o e, 284_p|n

Mew o lreee

WU L
atnbegrec-froris

-

DL




2.3 Maximum number of standard DRAM channels (4)

Maximum number of standard DRAM channels that can directly be connected to the
MCH or a processor -3

The interconnects between the MCH or the processor socket and the DIMM socket(s) are
implemented by dense copper trails on the mainboard, as seen below, typically equalized
to reduce skews (differences in signal propagation times occurring on different long bit-lines).

\\
mi\h\

Figure: Copper trails interconnecting the MCH or processor socket and the DIMM socket(s)



2.3 Maximum number of standard DRAM channels (5)

Maximum number of standard DRAM channels that can directly be connected to the
MCH or a processor -4

« For directly connected memory channels electrical constrains hardly limit the maximum
number of attachable memory channels.

« This limitation arises basically out of the fact that the width and the distance of the copper
trails from each other determine the electrical parameters and thus the temporal behavior
of the interconnect, first of all its maximum transfer rate, as will be discussed subsequently.



2.3 Maximum number of standard DRAM channels (6)

Modelling the temporal behavior of denser copper traces interconnecting the MCH or
the processor and the DIMMs

The temporal behavior of raising the voltage on DIMM traces can be modelled by a serial
RC network with R representing the ohmic impedance and C the capacitance of a trace, as
shown below.

- I
D—I:IT Ve=Vinx (1— e /7)
R )
witht=RxC
"En C 1{:
| For Vin=1V:
o O
Ve=1-— e t/7

Figure: The circuit model and the related expression for Vc [135]



2.3 Maximum number of standard DRAM channels (7)

Raising the voltage on a capacitor of a serial RC network that models DIMM trails

Vc
(Vin=1V) Ffa1,2

t=R*C



2.3 Maximum number of standard DRAM channels (8)

Raising the voltage on a capacitor of a serial RC circuit that models DIMM trails
when T is doubled

Vc
(Vin=1V) 1.2 ~1,2
Ve=1-+ e7t/F
1,1 -1,1
-1 -1
rrrrrrrrrrrrrrrrr 0,9 8.9
0.8 /l l 0.8
\
'.-"' "l._
8.7/ 8.7,
8.6 |/ _ 8.6
/ Ve=1——e=t2"
—3.5/ 8.5 kY
I|II "‘.\.‘\
0.4 8,4 N
;'
68,3 -8.3
—J: -6,2
f
4," 1 Fe.1
j 8.5 1 1.5 2 2, 2,75
1 1 1 1 1= 1
t=R*C t/t

* Longer rise and fall times, however would reduce the feasible memory transfer rate.



2.3 Maximum number of standard DRAM channels (9)

Maximum number of standard DRAM channels that can directly be connected to the
MCH or a processor -5

« As a consequence, if the given speed grade of the memory (e.g. DDR4-2400) should be fully
exploited the maximum transfer rate should not limit it.

« In other words a given memory speed grade constrains the number of feasible copper trails
and thus the number of memory channels that may directly be connected to an MCH or
a processor.

« In this respect the physical dimensions of the MCH or processor socket are of paramount
importance since larger sockets allow obviously, implementing more copper trails whereas
smaller sockets less copper trails and thus more or less memory channels.

« We point out that for usual socket sizes of MCHs or client processors (of about 30 - 40 mm
X 30 - 40 mm) typically up to two memory channels can directly be connected to an MCH
or a processor to avoid memory speed reduction.

« Clearly, larger processor sockets will allow to connect more memory channels directly, as
the next Figure indicates.



2.3 Maximum number of standard DRAM channels (10)

Number of directly attached memory channels and socket sizes of Intel’s processors

Skylake-SP
(up to 28 cores)

Broadwell-EP
(up to 22 cores)

Westmere-EP

P965 GMCH (up to 6 cores)
for Core 2
2
(2 cores) - T
(lntel) |
Xeon® 5600
34x34 mm 45x42.5 mm 58.5x51.0 mm 76x56 mm
BGA 1226 LGA 1366 LGA 2011-3 LGA 3647
2xDDR2 standard 3xDDR3 standard 2x2 DDR4 standard 2x3 DDR4 standard
mem. channels mem. channels mem. channels mem. channels
on MCH ONn processors (2 on both side) (3 on both side)

Note that physical/electrical constraints limit the number of attachable memory channels
Source of the pictures [144]



2.3 Maximum number of standard DRAM channels (11)

The driving force for the evolution of memory subsystems of high-end servers

« As pointed out in Section xx memory transfer rates rise in high-end 4S/8S servers
slower than core counts and thus a memory bandwidth bottleneck arises unless
appropriately more memory channels do not compensate it.

« This is however, not at all an easy task since the number of directly attached memory
channels is restricted due to physical and electrical constraints, as discussed before
e.g. more ore less to two if memory channels are connected via MCHs or client processors
of typical sizes (of about 30 - 40 x 30 - 40 mm).

« The next Section is devoted entirely to this point by discussing the design space of
connecting memory subsystems to server platforms in order to overview the possible
approaches for raising the number of memory channels.



2.4 The basic design space of connecting memory subsystems
to server platforms



2.4 The basic design space of connecting memory subsystems (1)

2.4 The basic design space of connecting memory subsystems to server platforms

It has two orthogonal dimensions, as shown below.

Connecting memory subsystems to server platforms

|
! ]

Where to connect the memory subsystem How to connect
to the server platform? DIMMs to the MCs?




2.4 The basic design space of connecting memory subsystems (2)

a) Where to connect the memory subsystems to the server platforms?

Where to connect the memory subsystem
to the server platform?

N

Connecting memory Connecting memory directly
to the MCH (Memory Control Hub) to the processors
(yielding SMPs) (yielding NUMASs)

Processor Processor ) Processor Processor

Memory is connected at a single point, i.e. centrally. Memory is connected per processor, i.e. distributed.
It causes severe bandwidth imitations It provides an inherent scaling
for multiprocessor server platforms. of the memory channels with the processor count,

i.e. it provides for higher processor counts
linearly higher memory bandwidth in
multiprocessor server platforms.

Figure: Options for the design aspect of "Where to connect the memory subsystem
to the server platform?"



2.4 The basic design space of connecting memory subsystems (3)

Example 1: Connecting memory to the MCH in Intel's Core 2/Penryn-based high-end
4S server [138]

Xeon 7200 Xeon 7300 Xeon 7400
(Tigerton DC) 1x2C ° (Tigerton QC) 2x2C ' (Dunnington 6C)

Core2 Core2

Core2
(2C/40)

Core2

(2C/40) (2C/40)
Penryn (6C) Penryn (6C)

(2C/40)
Penryn (6C)

Penryn (6C)

FSB
‘ (1066 MT/s)

4 channels
up to
8 DIMMs

FB-DIMM:
631xESB/ FB-DIMM Fully Buffered DIMM

SEaNEsE DDR2-533/667 (It will be discussed

later in this Section)

Core 2/Penryn based
Caneland MP server platform (for up to 6 C)

(2007)

ESI: Enterprise System Interface

(4 PCle lanes, 0.25 GB/s per lane (like the DMI interface,
providing 1 GB/s transfer rate in each direction)



2.4 The basic design space of connecting memory subsystems (4)

Example 2: Connecting memory directly to the processors in Intel's Nehalem-EP based
DP server architecture [172]

Nehalem-EP Nehalem-EP l . .

-4 :
i
Memory

Memory

Vo
Controlier

Main features

¢ 3 channels per socket
e Up to 3 DIMMs per channel (impl. dependent)
« DDR3-800, 1066, 1333,..

Nehalem-EP (Efficient Performance):
Designation of the server line

Remark

In order to connect 3 DDR3 memory channels to the processors the Nehalem-EP has larger
sockets compared to the previous one (LGA1366 (42.5x45.0 mm) vs. the LGA771
(37.5x 37.5 mm))



2.4 The basic design space of connecting memory subsystems (5)

Transition of the connection point of the memory in the course of processor evolution

Connection point of memory

o/\o

Connecting memory to the MCH Connecting memory to the processor(s)
(SMP) (NUMA)

POWER1 (RS/6000) (1990)
direct connection via external circuitry
since POWERS5 (2C) (2005)
on-die integrated mem. controller

UltraSPARC II (1C) UltraSPARC III (1C) (2001)
(~1997) and all subsequent Sun lines

Opteron server lines (1C) (2003)
Opteron server lines (2C) 2005)
and all subsequent AMD lines

AMD’s K7 lines (1C)
(1999-2003)

|

PA-8800 (2004)
PA-8900 (2005)
and all previous PA lines

Core 2 Duo line (2C) (2006)
and all preceding Intel lines — Nehalem lines (4) (2008)
Core 2 Quad line (2x2C) and all subsequent Intel lines
(2006/2007)
Penryn line (2x2C) (2008)

Montecito (2C) —

(2006) Tukwila (4C) (2010)



2.4 The basic design space of connecting memory subsystems (6)

b) How to connect DIMMs to the MCs?

How to connect DIMMs to the MCs?

Connecting DIMMs — Connecting DIMMs
: via standard DRAM interfaces . via low-line-count links and
: directly to the MCs . memory buffers (MBs) to the MCs
DIMMs are connected to one or more memory : DIMMs are connected to one or more
controllers (MCs) directly by standard DRAM :  memory controllers (MCs) via low-line-count interfaces
interfaces. and interface converters, called memory buffers (MBs).

This option allows to connect more memory channels
than feasible by using standard DRAM memory interfaces
but the MBs have additional power consumption.

Memory Buffers
(MBs) DIMMs

DIMMs Juu
MC in ] MCin {0
MCH or processor — |1} —’ MCH or processor 1
1 7 il
Standard DRAM :

interface Low line count Standard DRAM
interface interface

Figure: Options for implementing the connection path between the MCs and the DIMMs



2.4 The basic design space of connecting memory subsystems (7)

bl) Example: Connecting DIMMs via standard DRAM interfaces directly to the MCs in
Intel’s Sandy Bridge-EP based 4S server

58.5x51.0 mm

Figure: Sandy Bridge-EP based server [142]

Remark

In order to connect 4 DDR3 memory channels to the processors (each two on two opposite sides)
the Sandy Bridge-EP has large sockets (LGA2011 measuring 58.5x51.0 mm).



2.4 The basic design space of connecting memory subsystems (8)

b2) How to connect DIMMs to the MCs?

How to connect DIMMs to the MCs?

via standard DRAM interfaces via low-line-count links and

Connecting DIMMs m— " Connecting DIMMs %
directly to the MCs ] memory buffers (MBs) to the MCs

DIMMs are connected to one or more memory i DIMMs are connected to one or more
controllers (MCs) directly by standard DRAM ' memory controllers (MCs) via low-line-count interfaces
interfaces. : and interface converters, called memory buffers (MBs).

:  This option allows to connect more memory channels
: than feasible by using standard DRAM memory interfaces
but the MBs have additional power consumption.

Memory Buffers
(MBs) DIMMs

DIMMs 1

MC in 1111 MC in N {0

MCH or processor % _’ MCH or processor %
Standard DRAM .

interface Low line count Standard DRAM
. interface interface

Figure: Options for implementing the connection path between the MCs and the DIMMs




2.4 The basic design space of connecting memory subsystems (9)

b2) Connecting DIMMs via low line count links and memory buffers (MBs) to the MCs -1

There are two basic options for implementing low-line count links:

Connecting DIMMs via low-line-count links and memory buffers (MBs) to the MCs

; Using low-line-count serial links "-_ Using low-line-count parallel links
to connect MBs to the MCs : to connect MBs to the MCs
Memory Buffers Memory Buffers
(MBs) DIMMs : (MBs) DIMMs

MC in u —H] MC in u —HH]
MCH or processor y HHU MCH or processor HHU
/ il / il

3 Low line count  Standard DRAM Low line count Standard DRAM
% serial interface interface parallel interface interface




2.4 The basic design space of connecting memory subsystems (10)

b2a) Using low-line-count serial links to connect MBs to the MCs -1

Connecting DIMMs via low-line-count links and memory buffers (MBs) to the MCs

o Using low-line-count serial links Using low-line-count parallel links

_:' to connect MBs to the MCs "._ to connect MBs to the MCs

The links are implemented as
64-bit parallel, bidirectional channels
typ|caIIy with single-ended voltage reference
signaling, termed VMSE

EDiIfemntLal Tx { T 1 Rx o Differential (Voltage Mode Single Ended) signaling
’ ) :
I I} F u

* Trareritter % Receiver

The links are implemented as
two unidirectional, Point-to-Point serial, packet based channels,
typically with differential signaling.

1 Iikters kTemjrﬂﬁun
e ‘ (@ Copper ‘ Resishor

Lifferential Hx - i, Tx Differentiali
E Recerver by . Trarstitter =

Figure: Example for differential signaling [170]

Benefit: No need for serial/parallel conversion

Drawback: The MBs have to perform serial/parallel conversion,
in the MBs, only interface conversion is required

this increases dissipation.

Used in Intel's early 4S or 8S Us:ed in Intel's Brickland platform (2014 -2016)

Truland MP and Boxboro-EX platforms (2005 - 2011) : for 15C/18C/24C
for 2C to 10C :

"" Implemented links (IMI, SMI) have about 70 lines s Intel's implementation (the SMI 2 interface)
% (vs. 240 for DDR2/3). comprises about 110 lines. *

. .
---------------------------------------------------------------------



2.4 The basic design space of connecting memory subsystems (11)

b2a) Using low-line-count serial links to connect MBs to the MCs -2

If using low-line count serial links there are two design choices for implementing MBs, as
indicated below.

Using low-line-count serial links to connect MBs to the MCs

e

Using on-board MBs Using on-DIMM MBs
(on mainboard/riser card) (FB-DIMMs)



2.4 The basic design space of connecting memory subsystems (12)

b2al) Using on-board MBs (on the mainboard/riser card

If using low-line-count serial links how to implement MBs?

Using on-board MBs i Using on-DIMM MBs
(on the mainboard/riser card) (FB-DIMMs)

The MBs are placed on the mainboard or riser cards
Example 1:
: Intel's IMI (Independent Memory Interface)

Used to attach MBs to the MCH
in the Pentium 4 Xeon based
Truland MP platform
: (2005/2006) F
(for 1C/2x1C/2C)

---------------------------------------------------------------------



2.4 The basic design space of connecting memory subsystems (13)

Example 1: Using low-line-count serial links and on-board MBs to attach DIMMs to the MCH
in Intel’s Pentium 4 based Truland MP server platform (2005) [164]

Maximum of four processors Processors share
per memory controller hub FSB bus bandwidth

Intel Intel Intel Intel
Xeon MP Xeon MP Xeon MP Xeon MP

Processor Processor Processor Processor

E i- CIECELETIRT LT RT Y (] --------:

i v,
D - I/O and memory share
vt l FSB bus bandwidth

' -+
- | Pci-x
= 5
bridge | GBE (x2)

Memory

Controller
PUMe  dpc  NEECR

- Express® Hub* !!
mumil

[
]

DDR2 Hig—=-"=

PCI
Express®

DDR2 ........ - .

I L On-MCH interface limits
d b PCI Express expansion

ax IMI Hb

IDE, Fibre channel

sio, e o SCSI (x2)
<-----= Memory traffic USB, hub® ""-""I I PCI-X®
~— /O traffic Etc.

~-----#= |PC traffic Bandwidth bottlenecks: link bandwidth < attached device bandwidth




2.4 The basic design space of connecting memory subsystems (14)

Example 1: Using low-line-count serial links and on-board MBs to attach DIMMs to the MC
in Supermicro’'s Pentium 4 based Truland MP server board (X6QT8) (2006) [16

DDR2 <
DIMMs -
Q.'
@
2 x MB e
(termed XMB) ' @
& £ . w
3 &
] N
=3
- | 4 x Xeon DC
P 7000/7100

=R '
= =3 s

S MB i e E8501 NB
X w w
(termed XMB) o <
@
L'
<z
o
(']
L
w

ICH5R SB

Supermicro Motherboardé ,
https://www.supermicro. com/products/motherboard/Xeon7000/E8501/X6QT8 cfm



2.4 The basic design space of connecting memory subsystems (15)

Using on-board MBs (on the mainboard/riser card -2

If using low-line-count serial links how to implement MBs?

-

Using on-board MBs Using on-DIMM MBs
(on the mainboard/riser card) (FB-DIMMSs)

The MBs are placed on the mainboard or riser cards

Example 1:
Intel's IMI (Independent Memory Interface)
Used to attach MBs to the MCH
in the Pentium 4 Xeon based
Truland MP platform
(2005/2006)

(for 1C/2x1C/2C)
Example 2

Intel's SMI (Scalable Memory Interface)
Used to attach MBs to the processors
in the Nehalem-EX/Westmere-EX based
Boxboro-EX platform
(2010/2011)
(for 8C/10C)
(Introduced since no DDR3 based FB-DIMM memory
became available)



2.4 The basic design space of connecting memory subsystems (16)

Example 2: Using low-line-count serial links and on-board MBs to connect DDR3 DIMMs
to the processors in Intel's Boxboro-EX high-end 4S/8S server platform

Xeon 7500 i
(Nehalem-EX) / Xeon E7-8800
(Becton) 8C (Westmere-EX) 10C

Nehalem-EX 8C Nehalem-EX 8C m:Hﬁ
Westmere-EX Westmere-EX
Nehalem-EX 8C Nehalem-EX 8C

Westmere-EX Westmere-EX

10C 10C

2x4 SMI
links

2x4 SMI
links

7500 IOH

Nehalem-EX: up to DDR3-1067 3 36

Westmere-EX: up to DDR3-1333 SMI: Scalable Memory Interface

(Serial link between the

4 x QPI up to 6.4 GT/s Esl processor and the SMB)

(Differential signaling, ~25 lanes)

SMB: Scalable Memory Buffer
(Conversion between the serial SMI
and the parallel DDR3 DIMM interfaces)

ME: Management Engine

2 DIMMs/memory channel

Nehalem-EX/Westmere-EX based Boxboro-EX high-end 4S/8S server platform (for up to 10 C)
(2010/2011)



2.4 The basic design space of connecting memory subsystems (17)

Example 2: Using low-line-count serial links and on-board MBs to connect DDR3 DIMMs
to the processors in the Westmere-EX-based Boxboro-EX platform
2S Supermicro X10DBT server board) 2014) [167]

On-board MB

PCH




2.4 The basic design space of connecting memory subsystems (18)

b2a2) Using on-DIMM MBs (FB-DIMMs)

If using low-line-count serial links how to implement MBs?

M‘\O .'0‘
Using on-board MBs Using on-DIMM MBs :
(on mainboard/riser card) : (FB-DIMMs)
The MBs are placed on the mainboard or riser cards ~ : The MBs are placed directly
: on the DIMMs in form of FB-DIMMs
Examples :
Intel's IMI (Independent Memory Interface) DDRZ2 based FB-DIMM interface :
Used to attach MBs to the processors i Used to attach DDR2 based FB-DIMM memory

in the Pentium 4 Xeon based : to the Core 2 and Penryn based

Truland MP platform Caneland platform (2007/2008)
(2005/2006) : (for 2C/2x2C/6C) :
(for 1C/2x1C/2C)

--------------------------------------------------------

Intel's SMI (Scalable Memory Interface)
Used to attach MBs to the processors
in the Ivy Bridge/Nehalem-EX/Westmere-EX based
Boxboro-EX platform
(2010/2011)
(for 8C/10C)
(Introduced since no DDR3 based FB-DIMMsy
became available)



2.4 The basic design space of connecting memory subsystems (19)

Example for connecting DIMMs via serial links and on-DIMM MBs (FB-DIMMs) to the
MCs [166]

DDRZ conmector wikh unikpue key
Comimality
DRAM=

)

Upto 8
D=

10

14

Memaory
Conmtroller SMEN

]
[ ]
]
[ ]
N
[ ]
]
]
]

LUEDEIEEE

Comiman clock source



2.4 The basic design space of connecting memory subsystems (20)

A brief introduction to FB-DIMM memories

e FB-DIMM memories were standardized and introduced in the 2006/2007 timeframe.
 They supported DDR2 memories up to DDR2-667.

« FB-DIMMs connect the MC and the DIMMs via low line count serial buses whereby the
memory buffers providing serial/parallel conversion to the DIMMs are placed onto the
DIMMs, as shown in the next Figure.



2.4 The basic design space of connecting memory subsystems (21)

Layout of an FB-DIMM based memory subsystem -1 [102]

DDRZ conmector wikh unikpue key
Comimality
DRAM=

)

Upto 8
D=

10

14

Memaory
Conmtroller SMEN

]
[ ]
]
[ ]
N
[ ]
]
]
]

LUEDEIEEE

Comiman clock source

Figure: FB-DIMM memory architecture [102]



2.4 The basic design space of connecting memory subsystems (22)

Layout of an FB-DIMM based memory subsystem -1 [102]
« The standardized FB-DIMM technology supports a cascaded connection of up to 8 FB-DIMMs..

DDR2 connector with unique key

10

IV e nmmennn

14

Memory
Controller SHEi

-
=
-
=
-
—
—
L
-
L
e
=
-—
-
-
—
=
=
_—
_—
=
-
=
e
—
-
—
-

-
e
Ll
—
-
=
-
L=
L=
-
—
—
=
-
—
e
—
e
-
-
el
-
—
=

“. Common clock source

Figure: FB-DIMM memory architecture [102]



2.4 The basic design space of connecting memory subsystems (23)

Layout of an FB-DIMM based memory subsystem -2 [102]

« The FB-DIMM technology implements packet based, bidirectional, point-to-point links.
« The links make use of differential signaling and includes 14 read/10 write lanes, as indicated
in the next Figure.



2.4 The basic design space of connecting memory subsystems (24)

Principle of differential signaling [170]

Differential . Tx iy Fx _ Differertial
Trarsrritter . 2 10052 C‘ ° Recerver
1 IvEters kTmrdmtn:nn
— .
LVLS | @ CDH:er Fe aistor
Cifferential ~ Bx 2 T Thfferertial
Recefver - ‘ 10052 2 Trareritter



2.4 The basic design space of connecting memory subsystems (25)

Layout of an FB-DIMM based memory subsystem -3 [102]

DDRZ conmector wikh unikpue key
Comimality
DRAM=

)

Upto 8
D=

10

14

Memaory
Conmtroller SMEN

]
[ ]
]
[ ]
N
[ ]
]
]
]

LUEDEIEEE

Comiman clock source

Figure: FB-DIMM memory architecture [102]



2.4 The basic design space of connecting memory subsystems (26)

Layout of an FB-DIMM based memory subsystem -4 [103]

« The 14 inbound lanes carry data from the memory to the memory controller whereas the
10 outbound lanes transfer commands and data from the memory controller to the memory.

« The transfer rate is 6 times the transfer rate of the memory, i.e. 6x667=4 MT/s over the
differential lines.

« Data and commands, transferred in 12 cycles, from one frame, that is an inbound frame
includes 12x14=168 bit whereas an outbound frame has 12x10=120 bits.

« For more information we refer to the literature, e.g. [103].

Remarks

« FB-DIMMs have a number of inherent drawbacks, such as

» higher dissipation due to the necessary serial/parallel conversions,
« longer access times because of cascading DIMMs and
« the resulting higher price.

« As a consequence, there was a small demand for DDR2-based FBDIMM memories and
memory vendors were reluctant to develop DDR3-based FB-DIMMs.

« Thus, after the emergence of DDR3 memories Intel was forced to move back to custom
DDR3 DIMMs connected by serial links and on-board memory buffers to the MCs in their
subsequent Boxboro-EX platform.



2.4 The basic design space of connecting memory subsystems (27)

Introducing and cancellation of using on-DIMM MBs (FB-DIMMs)

If using low-line-count serial links how to implement MBs?

Using on-board MBs Using on-DIMM MBs
(on mainboard/riser card) (FB-DIMMs)
The MBs are placed on the mainboard or riser cards The MBs are placed directly
on the DIMMs in form of FB-DIMMs
Examples
Intel's IMI (Independent Memory Interface) — DDR2 based FB-DIMM interface
Used to attach MBs to the processors Used to attach DDR2 based FB-DIMM memory
in the Pentium 4 Xeon based to the MCH in the Core 2 and Penryn based
Truland MP platform Caneland platform
(2005/2006) after DDR2 based FB-DIMMs appeared.
(fOf‘ 1C/2X1C/2C) (2007/2008)
Intel's SMI (Scalable Memory Interface) (for 2C/2x2C/6C)

Used to attach MBs to the processors
in the Ivy Bridge/Nehalem-EX/Westmere-EX based
Boxboro-EX platform
(2010/2011)
(for 8C/10C)
(Introduced since no DDR3 based FB-DIMMsy
became available)



2.4 The basic design space of connecting memory subsystems (28)

b2b) Using low-line-count parallel links to connect MBs to the MCs

Connecting DIMMs via low-line-count links and memory buffers (MBs) to the MCs

Using low-line-count serial links
to connect MBs to the MCs

Using low-line-count parallel links
to connect MBs to the MCs

I
I
I
The links are implemented as [ The links are implemented as
two unidirectional, Point-to-Point serial, packet based channelg, 64-bit parallel, bidirectional channels
typically with differential signaling. . typically with single-ended voltage reference
signaling, termed VMSE

Differntial | Tx {f e 1 Rx ﬂDjffererdi,a]: (Voltage Mode Single Ended) signaling
Trarsrutter . ™ Becerver
1 Tkters kTemjmﬁun |
LILe ‘ (@ Copper ‘ Rezistor |

Differential R k5 Tr | Differertigl
Receiver ‘ I | Tmsmittf:r

Figure: Example for differential signaling [170]

Drawback: The MBs have to perform serial/parallel conversion,
this increases dissipation.

Benefit: No need for serial/parallel conversion
in the MBs, only interface conversion is required

Used in Intel's Brickland platform (2014 -2016)
for 15C/18C/24C

Used in Intel's early 4S or 8S
Truland MP and Boxboro-EX platforms (2005 - 2011)
for 2C to 10C

Implemented links (IMI, SMI) have about 70 lines
(vs. 240 for DDR2/3).

Intel's implementation (the SMI 2 interface)

l
|
l
|
l
|
l
|
l
! comprises about 110 lines.



2.4 The basic design space of connecting memory subsystems (29)

If using low-line-count parallel links how to implement MBs?

Using low-line-count parallel links to connect MBs to the MCs

b

Using on-board MBs
(on mainboard/riser card)

There is a need for an interface converter, called Memory Buffer (MB),
between the low-line-count parallel interface and the standard DDR interface.

The MBs are placed either onto the mainboard or riser cards.

Example

Intel's SMI 2 (Scalable Memory Interface 2 in the Brickland platform
that targets the Ivy Bridge-EX/Haswell-EX/Broadwell-EX processors.

(2014-2016)
(for up to 15C/18C/24C)



2.4 The basic design space of connecting memory subsystems (30)

Example: Using low-line-count parallel links and on-board MBs to connect DDR3/4 DIMMs

to the processors in Intel's Brickland high-end 4S/8S server platform -1

Xeon E7-8800 v2 / E7-8800 v3 / E7-8800 v4

o (Ivy Bridge-EX) / (Haswell-EX)  (Broadwell-EX) o
-, S P ~
ol NS pete 3.0 PCIe 3.0 ’ \
/ - - Em Em Em o Em o Em Em R Em Em Em Em Em Em Em e ~ <
,%HHE & Ivy Bridge-EX 15C [ER¥MM Ivy Bridge-EX 15C m%\
! Haswell-EX 18C Haswell-EX 18C \
|

| Broadwell-EX 24C Broadwell-EX 24C
|
H HH |
%m | — mﬂﬁ%
\

Haswell-EX 18C Haswell-EX 18C
Broadwell-EX 24C

Broadwell-EX 24C

I ]
\ DMI2 <
/ 4xPCle2 . / \
N ’ \ /
/7 N /7
N 7/ 4
N~ 7 N
See___-" C602] PCH \\\ ’,/
_ (Patsburg J) ME S
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2.4 The basic design space of connecting memory subsystems (31)

Block diagram of a high-end 4S/8S Brickland platform based server using riser cards [173]

Slots for riser cards Slots for riser cards

Fli Groname QPI9.6 GT/s Swzcos zsws} Power
Connector — CPU4 — CPU3 Connector

SMIZ-CH1-3.2GT/s SMIZ-CH1-3. EGTfs
Power

—
< Power
M2 CH232GTR SMI2-CH2-3. 2GTF$> Conn

/\.

SME—CHL'S 2GT."5>

Connector g
5M|2-CH3—3 2GTls © SMIZ-CH3-3.2GTls
CPUA4_S1-PCIE G3x8 in XBslot A e S 4 o CPU3_S1-PCIE G3x8 in X8slot
(—I = o — =

© v © |  PCIE-G3x32 LANE

CPU4_S2-PCIE G318 in X8slot | ' CIL CO3ZLANES < X *[ cPU3_S2-PCIE G3x8 in X8slot
o o

CPUA4_S3-PCIE G3x16 in X16slot sl 1 Ny © CPU3_S3-PCIE G3x16 in X16slot

C(F;r?r:’;i:or - SMIZ-CHO-3. EGT% QPI96 GT/s BT3GR - Ggr?rtitor
CPU1 < > CPU2 G

SMIQ-CH1-3 2GTIs SMI2-CH1-3.2GTis

Power = —_— Power
MI2-CH2-3 26T/ MI2-CH2-3 2GT/:
Connecor - R PlaSiaadl Connector
SMI2-CH3-32GTls SMI2-CH3-32GTls
AAND A
CPU1_S2-PCIE G3x8 in X8slot — o | L CPU2_S1-PCIE G3x8 in X8slot
PCIE-G3x24 = > 5 PCIE-G3x32 LANEs
CPU1_S3-PCIE G3x16 in X16slot | LANES 3| PCIE-G3x8 LANEs g CPU2_S2-PCIE G3x16 in X16slot
el
=
UsB > CPU2 S3-PCIE G3x8 in X8slot
& > &
- PCIE x1
) LPC |5
w
¢ | &
Clock Subsystem SVBus =
Clock Gen ¢ EdE
Clock Buffer I =3
g™
XDPO: CPU1 & CPU4 HM
CPU2 & CPU3 NCT7904D




2.4 The basic design space of connecting memory subsystems (32)

Mainboard of a high-end 4S/8S Brickland platform based server using riser cards [173]
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2.4 The basic design space of connecting memory subsystems (33)

Memory riser card of a high-end 4S/8S Brickland platform [173]




2.4 The basic design space of connecting memory subsystems (34)
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2.4 The basic design space of connecting memory subsystems (35)

Approaches for raising the number of memory channels connected to a server platform -1

Approaches for raising the number of memory channels
connected to a server platform

|
! ! !

In case of connecting DIMMs  Connecting DIMMs via low-line-count Connecting memory directly
via standard DRAM interfaces: links and memory buffers (MB) to the processors

raising the socket size

The next Figure shows how these approaches relate to the design space of connecting
memory subsystems to platforms.



2.4 The basic design space of connecting memory subsystems (36)

Approaches for raising the number of memory channels connected to a server platform -2
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Connecting DIMMs Connecting DIMMs via low-line-count links and
via standard DRAM interfaces memory buffers (MBs) to the MCs

Raising the socket size —_—

Using low-line-count parallel links Using low-line-count serial links

to connect MBs to the MCs) to connect MBs to the MCs
Using on-board MBs Using on-board MBs Using on-DIMM MBs
(on mainboard/riser cards) (on mainboard/riser cards) (FB-DIMMs)

>
£ o
] Ex
2 s
@ mi o Early MP
e Ec= platforms
~E g e for 1C
o o cS
E= c
0l o
ga /| ©

1
Vo=
-
whed
e\ 2
c? o
cs Ec
= (7]

o E29«
=)
- Os 0z
) £5 8D
5  B§oz
< Qg™
S g'c

o Xk




2.4 The basic design space of connecting memory subsystems (37)

Evolution of connecting the memory subsystem in Intel’s high-end server platforms

Where to connect the memory
subsystem to the server platform?

via the MCH
(SMPs)

2
HEA
oogt’
-
>3
-0
goz
=8
<]

Connecting memory <== Connecting memory

How to connect DIMMs to the MCs?

O/\o

Connecting DIMMs
via standard DRAM interfaces
directly to the MCs

to connect MBs to the MCs)

b

Using on-board MBs

Connecting DIMMs via low-line-count links and
memory buffers (MBs) to the MCs

— T

Using low-line-count parallel links Using low-line-count serial links

to connect MBs to the MCs

—

Using on-board MBs

Using on-DIMM MBs

(on mainboard/riser cards) (on mainboard/riser cards) (FB-DIMMSs)

Early MP
platforms
for 1C

Intel's IMI interface in

FB-DIMM interface in Intel's

= Truland MP (2005/06) === Caneland (2007/08)

for 1C/2x1C/2C

for 2C/2x2C/6C

DDR4 interface

(2017) for 28C

Intel's SMI2 interface in

for 15C/18C/24C

Intel's SMI interface in

in Intel's Purley == Brickland (2014/15/16)4== Boxboro EX (2010/11)

for 8C/10C




2.4 The basic design space of connecting memory subsystems (38)

Evolution of connecting the memory subsystem in AMD’s and IBM’s server platforms

to the servelr platform?

O
Connecting memory == Connecting memory

How to connect the memory subsystem

How to connect DIMMs to the MCs?

O/\o

Connecting DIMMs Connecting DIMMs via low-line-count links and

via standard DRAM interfaces memory buffers (MBs) to the MCs

via the MCH
(SMPs)

directly to the
processors
(NUMAs)

directly to the MCs e

Using low-line-count parallel links Using low-line-count serial links
to connect MBs to the MCs) to connect MBs to the MCs

é —

Using on-board MBs Using on-board MBs Using on-DIMM MBs
(on mainboard/riser cards) (on mainboard/riser cards) (FB-DIMMSs)

Early MP Intel's IMI interface in | FB-DIMM interface in Intel's

platforms ) Truland MP (2005/06) === Caneland (2007/08)
for 1C for 1C/2x1C/2C for 2C/2x2C/6C

DDR2/3/4 interface
in AMD's servers
(2003-2017)

DDR4 interface Intel's SMI2 interface in Intel's SMI interface in
in Intel's Purley == Brickland (2014/15/16)4== Boxboro EX (2010/11)
(2017) for 28C for 15C/18C/24C for 8C/10C

DDR4 interface in IBM's SMI interface in FB-DIMM interface in
IBM's POWER 9 (n———— POWER 4 to POWER 8 === 1BM's POWER 6/7
(2017) for 24C (2001-2014) for 2C to 12C (2007/10) for 2C/8C >k




2.5 The FSB bottleneck in related configurations and its resolution



2.5 The FSB bottleneck in related configurations and its resolution (1)

2.5 The FSB bottleneck in SMP configurations and its resolution

In early SMP configurations (e.qg. in first Pentium 4 based single core (SC) Xeon based systems)
there is a single FSB that interconnects the four processors with the NB (Northbridge),

T

FSB E.g. 400 MT/s Up to 3.2 GB/s

Upto2x8x0.2=3.2GB/s

E.g. HI 1.5 Up to DDR-200

HI 1.5 266 MB/s

Figure: Block diagram of a single core Pentium 4 MP server platform (Based on [101])

Note that the FSB and the memory subsystem have the same maximal bandwidth.

Remark

In the referenced platform the memory subsystem is interconnected in a different way as
indicated in the Figure by implementing 4x16-bit data and a separate address link.



2.5 The FSB bottleneck in related configurations and its resolution (2)

Resolving the FSB bottleneck in SMP configurations

Obviously, in SMP configurations with higher core count and memory speeds, a single FSB
may severely limit memory bandwidth and thus performance.

This FSB caused bandwidth bottleneck may resolved by using more than one FSB, as indicated
in the subsequent Figures.



2.5 The FSB bottleneck in related configurations and its resolution (3)

Resolving the FSB bottleneck in dual core 4S server platforms by using dual FSBs

Xeon MP Xeon 7000 / Xeon 7100
(Potomac) 1C " (Paxville MP) 2x1C (Tulsa) 2C

Pentium 4 Pentium 4 Pentium 4 Pentium 4
Xeon MP Xeon MP Xeon MP Xeon MP

1C/2x1C 1C/2x1C 1C/2x1C 1C/2x1C

— | —
— o ——
— -

FSB up to
(800 MT/s)

—
e e e -

85001/8501

E.g. HI 1.5 Up to DDR-200

DDR-266/333 DDR-266/333

Preceding ICH DDR2-400 DDR2-400
HI 1.5 266 MB/s
Previous Pentium 4 MP aimed 90 nm Pentium 4 Prescott MP aimed
MP server platform (for single core processors) Truland MP server platform (for up to 2 C)

(2004 and before) (2005)

1The 8500 MCH support only667 MT/sFSB speeds and is used in
single core configurations whereas the 8501 supports already
800 MT/s and is used for dual core configurations




2.5 The FSB bottleneck in related configurations and its resolution (4)

Resolving the FSB bottleneck in up to 6 core 4S server platforms by using quad FSBs

Xeon MP / Xeon 7000 / Xeon 7100 Xeon 7200 / Xeon 7300 Xeon 7400
(Potomac) 1C ° (Paxville MP) 2x1C (Tulsa) 2C (Tigerton DC) 1x2C ° (Tigerton QC) 2x2C ' (Dunnington 6C)

Pentium 4 Pentium 4 Pentium 4 Pentium 4 Core2 Core2 Core2 Core2
Xeon MP Xeon MP Xeon MP Xeon MP (2C/40) (2C/4C) (2C/40) (2C/4C)

1C/2x1C 1C/2x1C 1C/2x1C 1C/2x1C Penryn (6C) Penryn (6C) Penryn (6C) Penryn (6C)

— - —

— - —
e

=

FSB
(800 MT/s)

4 channels

) up to
85001/8501 8 DIMMs

FBDIMM

DDR-266/333
631xESB/ DDR2-533/667

DDR-266/333

DDR2-400 DDR2-400
632xESB
90 nm Pentium 4 Prescott MP aimed Core 2 aimed
Truland MP server platform (for up to 2 C) Caneland MP server platform (for up to 6 C)
(2006) (2007)
HI 1.5 (Hub Interface 1.5) ESI: Enterprise System Interface
8 bit wide, 66 MHz clock, QDR, 4 PCIe lanes, 0.25 GB/s per lane (like the DMI interface,
266 MB/s peak transfer rate providing 1 GB/s transfer rate in each direction)

1 The E8500 MCH supports an FSB of 667 MT/s and consequently only the SC Xeon MP (Potomac)



2.6 Overview of the evolution of Intel’s high-end 4S/8S
server platforms



2.6 Overview of the evolution of Intel’s high-end 4S/8S server platforms (1)

2.6 Overview of the evolution of Intel’s high-end 4S/8S server platforms

. No. /speed |
Core | No./kind of the | No. of mem.
oo | latorm | 0ot | processor | TS | e | e | hanmay | Simem |
pology : 9 | (upto) |  buffers | mem. buffer | CENRSS )
90 nm .
4 I
3/2005 | Pentium4 MP | 90 nm 1c low-line-count :
sMp (Potomac) links (IMI) 2 memory 2X 1
Truland MP Xeon 7000 between the channels/ DDR2-800/
w/dual FSBs | 11/2005 | 0 iampy | 90 nm 2x1C} NMCH and XMB o |
|
Xeon 7100 I mem. buffers I
8/2006 (Tulsa) 65 nm 2C (XMBs) |
Xeon 7200 i
9/2007 Ti?grtonzl)DC 65 nm 2C : | 4I serial :
ore ow-line-count
1 memor 1x
Caneland SMP 9/2007 ngg:to? %Oc 65 nm 2x2C | Ciinks channel/ | DDRa-667/ :
between the AMB socket
w/Quad FSBs (Core 2) | MCHand :
Xeon 7400 mem. buffers I
9/2008 | (Dunnington) | 45nm 6C : (AMBs) |
(Penryn)
Nehalem-EX I 4 serial I
NUMA 3/2010 | (Xeon 7500/ 45 nm 8C | '0;?;]"'('2%'5%5;5“ 2 memory 8x 1
Boxboro-EX | fully connect. (Beckton) per socket chaSnNr|1§|S/ DDR3-1067/ |
by QPI buses Westmere-EX I to4 mem. socket |
4/2011 (E7'8800) 32 nm 10C channels (SMBS) I
Ivy Bridge-EX 8x |
2/2014 (E7-8800 v2) 22 nm 15C 4_ _ara_IIeI DDR3-1600 |
NUMA low-line-count 2 memory (IWB) / ]
Brickland | fully connect. | 52015 |  Haswell-EX | 55 18C | per socker channels/ | ppr4-1866 |
(E7-8800 v3) P SMB - |
by QPI buses B e b ';;? 4 negl(}?é ) (Hsw)/  §
roadwell- | buffers s
6/2016 (E7-8800 v4) 14 nm 24C socket l
NUMA | 6 psrallel Direct 6x
Purley fully connect. | 7/2017 Skylake-SP 14 nm 28C | DDR4 channels attached DDR4-2666 |
by UPI buses [ per socket mem. speed |




2.6 Overview of the evolution of Intel’s high-end 4S/8S server platforms (2)

a) From single core to dual core high-end 4S server platforms
(called the Truland MP server platform) -1

Aims
a) Providing more memory channels per processor by introducing low-line-count serial links

and memory buffers (placed onto the motherboard) for interconnecting the memory
controller that is implemented in the MCH and the DIMMs.

b) Providing dual FSBs to avoid FSB bottleneck.



2.6 Overview of the evolution of Intel’s high-end 4S/8S server platforms (3)

a) Evolution of single core high-end 4S server platforms to dual core high-end 4S
server platforms (called Truland MP server platform) -2

Xeon MP / Xeon 7000 / Xeon 7100
(Potomac) 1C * (Paxville MP) 2x1C (Tulsa) 2C

Pentium 4 Pentium 4 Pentium 4 Pentium 4
Xeon MP Xeon MP Xeon MP Xeon MP
1C/2x1C 1C/2x1C 1C/2x1C 1C/2x1C

e e
-
=

E.g. HI 1.5 E.g. DDR-200/266 ’//IMI
~ DOR™66/333 DDR-266/333
Preceding ICH DDR2-400 DDR2-400
HI 1.5 266 MB/s
1Previous Pentium 4 MP aimed 90 nm Pentium 4 Prescott MP aimed
MP server platform (for single core processors) Truland MP server platform (for up to 2 C)

(2004 and before) (2006)

IMI (Independent Memory Interface): Low-line-count (70 signal lines) serial interface vs. DDR2 with 240 lines.
XMB: eXternal Memory Bridge



2.6 Overview of the evolution of Intel’s high-end 4S/8S server platforms (4)

b) Evolution from dual core to up to 6-core high-end 4S server platforms
(called the Caneland server platform) -1

Aims

a) Utilizing (DDR2 based) FB-DIMM memory with serial, low-line-count links to the
memory controller (which is implemented in the MCH) and on-DIMM memory buffers
in-order to simplify system design.

b) A further objective is to raise FSB bandwidth by providing 4 FSB links to the processors.

Remarks

« FB-DIMMs need only a fraction of the lines compared to standard DDR2 DIMMs (about 50 vs.
240) thus significantly more memory channels (up to 6 channels) may be connected to
the MCH than in case of directly connected high-line-count DDR2 DIMMs.

« Furthermore, due to the cascaded nature of interconnecting FB-DIMMs (with repeater
functionality), up to 8 DIMMs may be placed into each DIMM channel instead of two or
three as typical for standard DDR2 memory channels.

« This results in considerably higher memory bandwidth and memory size by reduced
mainboard complexity.

« Based on these benefits Intel decided to use FB-DIMM-667 memory in their server platforms,
first in their DP platforms already in 2006 followed by the Caneland MP platform in 2007,
as indicated before.



2.6 Overview of the evolution of Intel’s high-end 4S/8S server platforms (5)

b) Evolution of dual core high-end 4S server platforms to up to 6 core high-end 4S
platforms (called Caneland server platform) -2

Xeon MP / Xeon 7000 / Xeon 7100 Xeon 7200

Xeon 7300 Xeon 7400
(Potomac) 1C ' (Paxville MP) 2x1C /

(Tulsa) 2C (Tigerton DC) 1x2C ° (Tigerton QC) 2x2C ' (Dunnington 6C)

Pentium 4 Pentium 4 Pentium 4 Pentium 4 Core2 Core2 Core2 Core2
Xeon MP Xeon MP Xeon MP Xeon MP (2C/40) (2C/40) (2C/40) (2C/40)
1C/2x1C 1C/2x1C 1C/2x1C 1C/2x1C Penryn (6C) Penryn (6C) Penryn (6C) Penryn (6C)

4 channels
up to \
8 DIMMs |
per chann/el'
-~

8500%/8501

DDR-266/333 DDR-266/333 631XESB/ FB-DIMM
DDR2-400 DDR2-400 -
639%ESB DDR2-533/667
90 nm Pentium 4 Prescott MP aimed Core 2 aimed
Truland MP server platform (for up to 2 C) Caneland MP server platform (for up to 6 C)
(2006) (2007)
HI 1.5 (Hub Interface 1.5) ESI: Enterprise System Interface
8 bit wide, 66 MHz clock, QDR, 4 PCle lanes, 0.25 GB/s per lane (like the DMI interface,
266 MB/s peak transfer rate providing 1 GB/s transfer rate in each direction)

1 The E8500 MCH supports an FSB of 667 MT/s and consequently only the SC Xeon MP (Potomac) k



2.6 Overview of the evolution of Intel’s high-end 45/8S server platforms (6)

c) Evolution to the up to 10-core Boxboro-EX 4S/8S high-end server platform
(targeting the Nehalem-EX/Westmere-EX processors) -1

Aims
a) Raising per socket memory bandwidth of the 4S/8S server by connecting memory
directly to the processors.
b) Making use of DDR3 memory.

* Since no DDR3-based FB-DIMMs became available Intel could use DDR3 memory only
when it falls back on using custom DDR3 DIMMs and on-board memory buffers
nevertheless this time connected to the processors rather than to the MCH.

« The reason for the cancellation of DDR3-based FB-DIMM developments was the small
market share achieved by DDR2-based FB-DIMMs.

This was caused by the inherent drawbacks of FB-DIMM memories, such as
» higher dissipation due to the necessary serial/parallel conversions,

« longer access times because of cascading DIMMs and
» the resulting higher price.



2.6 Overview of the evolution of Intel’s high-end 4S/8S server platforms (8)

Returning to on-board memory buffers using FB-DIMMs in the Boxboro-EX high-end
platform -2

Implementing memory extension buffers MBs)

O'/\o

Implementing stand alone MBs Implementing MBs
mounted on the mainboard or immediately on the DIMM
on a riser card (called FB-DIMMSs)

Truland MP platform

(2005/2006) \
Caneland platform
(2007/2008)
Boxboro-EX platform /

(2010/2011)

Brickland platform
(2014/2015)

Figure: Intel’s implementation of memory extension buffers



2.6 Overview of the evolution of Intel’s high-end 4S/8S server platforms (7)

c) Evolution to the up to 10-core Boxboro-EX 4S/8S high-end server platform
(targeting the Nehalem-EX/Westmere-EX processors) -2

- Xeon 7500
» - Xeon E7-8800
_ (Nehalem-EX) / (Westmere-EX) 10C
(Becton) 8C- - - =tmeTe

~

\ ~ <
P d
,/M Nenalem-EX 8C Nehalem-EX 8C
/ ‘Westmere-EX Westmere-EX.

\ Nehalem-EX 8C Nehalem-EX 8C
\ Westmere-EX Westmere-EX
\\ 10C 10C
s 0Pl T e = = N /7
s 2%4 SMI 2x4 SMIL m«
~ X
S~ _ = " channels channels ~ ~ _ -7
T==-—- PCle S=———-

7500 IOH

Nehalem-EX: up to DDR3-1067 ME S

Westmere-EX: up to DDR3-1333 SMI: Scalable Memory Interface

(Serial link between the

4 x QPI up to 6.4 GT/s ESI processor and the SMB)

(Differential signaling, ~25 lanes)

SMB: Scalable Memory Buffer
(Conversion between the serial SMI
and the parallel DDR3 DIMM interfaces)

ME: Management Engine

2 DIMMs/memory channel

Figure: The Nehalem-EX, Westmere-EX aimed Boxboro-EX MP server platform (for up to 10 C) «
(2010/2011)



2.6 Overview of the evolution of Intel’s high-end 4S/8S server platforms (9)

d) Evolution to the up to 24-core Brickland 4S/8S high-end server platform
(targeting the Ivy Bridge-EX/Haswell-EX/Broadwell-EX processors) -1
Aims
a) Reducing power dissipation by eliminating serial/parallel conversions.

The previous Boxboro-EX platform made use of serial, packet based, differential links
(called SMI links) between the memory controllers and the memory buffers that included
about 70 signal lines.

In the subsequent Brickland platform Intel eliminated serial/parallel conversions and
thus reduced power consumption by replacing serial links by proprietary parallel links,
called SMI2 links.

Nevertheless, an interface conversion (between SMI 2 and DDR3/4) is needed further on.

SMI 2 links provide 64-bit parallel, bidirectional communication using single-ended
voltage reference signals, called VMSE (Voltage Mode Single Ended) signaling.

SMI 2 links require altogether about 110 signal lines, i.e. about 50 % more lines than SMI.
b) Providing faster, PCIe 3.0 lanes and connecting PCle 3.0 lanes directly to the processors.



2.6 Overview of the evolution of Intel’s high-end 4S/8S server platforms (10)

d) Evolution to the up to 24-core Brickland 4S/8S high-end server platform
(targeting the Ivy Bridge-EX/Haswell-EX/Broadwell-EX processors) -2

Xeon E7-8800 v2 / E7-8800 v3 / E7-8800 v4
o (Ivy Bridge-EX) / (Haswell-EX)  (Broadwell-EX) o
-~ - o= < 15C 18C 24C -~ =
4 N

- =~ ~
, « 2x4 SMI2 2x4 SMI2
, \ channels

channelss S
_Plles O ________ PCIe 3.0 /
/

=~

,%HHE & Ivy Bridge-EX 15C [ER¥MM Ivy Bridge-EX 15C m%\
I} \

Haswell-EX 18C Haswell-EX 18C

Broadwell-EX 24C Broadwell-EX 24C HHH !
|

H HH |

%H:m i Ivy Bridge-EX 15C M%

Haswell-EX 18C Haswell-EX 18C

1
| Broadwell-EX 24C Broadwell-EX 24C /
/ 4xPCle2 .
/7 /

N //
~e___-" C602] PCH

Patsburg ]
PClIe 3.0 (instead of PCle 2 ( 97) mE
directly connected to the processors)

~ -
NN -

SMI2: Scalable Memory Interface 2

(Parallel 64 bit VMSE data link between
Ivy Bridge-EX: the processor and the SMB)
Up to DDR3-1600 in lockstep mode and SMB: Scalable Memory Buffer
up to DDR3-1333 in independent channel mode 3 x QPLup to 8.0 GT/s (C102/C104: Jordan Creek)
Haswell-EX/Broadwell-EX: ME: Management Engine (Performs conversion between the
Up to DDR3-1600

parallel SMI2 and the parallel
in both performance and lockstep modes and DDR3-DIMM interfaces)
Up to DDR4-1600 in performance mode and

C102: 2 DIMMs/channel
Up to DDR4-1866 in lockstep mode C104: 3 DIMMs/channel



2.6 Overview of the evolution of Intel’s high-end 4S/8S server platforms (11)

Benefits of connecting PCIe 3.0 lanes directly to the processors

« Increasing the lane count from 36 to 4 x 32 = 128 lanes.
« Reducing the bandwidth demand between the processor and the chipset.

This allows

- to replace the high-bandwidth QPI link between the processor and the chipset
by a low-bandwidth link (DMI2 link), comprising of 4 PCle 2.0 lanes,

« to reduce the number of QPI links from 4 to 3 per processor and
« to integrate both chipset parts into a single PCH (Peripheral Control Hub).



2.6 Overview of the evolution of Intel’s high-end 4S/8S server platforms (12)

e) Evolution to the up to 28-core Purley high-end 2S/4S/8S server platform
targeting the Skylake-SP processors) -1

Aim: Reducing power consumption and simplifying system implementation by eliminating
interface conversions and related memory buffers by connecting DDR4 memory directly
to the processors.

This requires a large socket (76x56 mm) with a high number of contacts (3647).



2.6 Overview of the evolution of Intel’s high-end 4S/8S server platforms (13)

e) Evolution to the up to 28-core Purley high-end 2S/4S/8S server platform
targeting the Skylake-SP processors) -2

Platinum 8100
(Skylake-SP)
, 7 S N 28C -—

/ \\ PCle 3.0 PCle 3.0 y N
———————————————————— ~ \

O || :
Skylake-SP 28C !

I = Skylake-SP 28C

4xPCle3 PClIe3.0 7/ /

C621? PCH =~

(Lewisburg) ME

Directly connected up to

3 x UPI up to 10.4 GT/s DDR4-2666 memory
(no conversions)



2.6 Overview of the evolution of Intel’s high-end 4S/8S server platforms (14)

Intel’s high-end 4S/8S server platforms — Cache architectures

a-—---------
Core ’
Platform 4S platform D_ate Processor U count §J L2 cache
topology of intro. logy
(up to)
90 nm i
3/2005 Pentium 4 MP 90 nm 1C i 1 MB
SMP (Potomac)
Xeon 7000
UrlEmel R el eme || /268 (Poeille Mpy | 90N 2x1C |k 2 MB/C
8/2006 Xe(‘%’zllzal)oo 65 nm 2C : 1 MB /C
Xeon 7200
9/2007 | Tigerton DC 65 nm 2c | 4 MB/C
(Core 2) I
SMP Xeon 7300 I
Caneland w/Quad FSBs 9/2007 T|?ggtr<;n2()zc 65 nm 2x2C I 4 MB/C
Xeon 7400 [
9/2008 (Dunnington) 45 nm 6C [ 3 MB/C 16 MB
(Penryn)
Nehalem-EX [
NUMA 3/2010 (Xeon 7500/ 45 nm 8C | Y4 MB/C 8x3 MB
Boxboro-EX | fully connect. (Beckton)
by 3 QPI buses | 4,011 W(eég'j;%rgéfx 32 nm 10C : Y4 MB/C 10x3 MB
idae- I
2/2014 | MY BHAGEEX | 92 nm 15C | Ya MB/C 15x2.5 MB
NUMA ( v2)
Brickland | fully connect. | 572015 |  HaSWEREX 1 37 nm 18c | Ya MB/C 18x2.5 MB
by 3 QPI buses (Broadwellj/E)z I
1
6/2016 (E7-8800 v4) 14 nm 24C Va MB/C 24x2.5 MB
NUMA | ;
Purley | fully connect. | 7/2017 (Pg't‘i}’]'::féslgo) 14 nm 28c | 1 MB/C 28x1.375MB  /
by 3 UPI buses ~. 1 _‘,’




2.6 Overview of the evolution of Intel’s high-end 4S/8S server platforms (15)

Intel’s high-end 4S/8S server platforms - Connectivity

C o~ o~
_ ore '
Platform 4S platform D_ate Processor Techno count ,,, FSB/QPI I'.: D PCile
topology of intro. logy chipset
(up to)
90 nm
3/2005 | Pentium4 MP | 90 nm 1C : 2xFSB
667 MT/s HI 1.5 28 x PCle
SMP (Potomac)
Xeon 7000
Truland MP w/dual FSBs 11/2005 (PaXVI”e MP) 90 nm 2x1C | S FSB (266 MB/s lanes
| 80())( T bidirectional) | on the MCH
DaEs || e 2R 65 nm 2C &
(Tulsa) I
Xeon 7200
9/2007 | Tigerton DC 65 nm 2C :
(Core 2) ESI x4 -8 x PCle
Caneland SMP 9/2007 T)§e0nt 7n30% 65 nm 2x2C I 4xFSB (4x PCle lanes) lanes
w/Quad FSBs igerton Q | 1066 MT/s (1GB/s
(Core 2) on the MCH
Xeon 7400 [ per direction)
9/2008 (Dunnington) 45 nm 6C [
(Penryn)
NUMA Nehalem-EX i
3/2010 | (Xeon 7500/ | 45 nm 8C | 4xQPI 36 x PCle 2.0
fully connect. QPI
Boxboro-EX (Beckton) | 6.4 GT/s lanes
7 = e X Westmere-EX 5 (3 for NUMA) | (&ACBS) 1 oK
Ivy Bridge-EX 3xQPI 1.1
NUMA 2/2014 1 (F7. 8800 v2) | 22" ¢ 1 gcrs DMI2 X4 |35y pCle 3.0
. fully connect. Haswell-EX I 3xQPI1.1 (4xPCle 2.0)
Brickland I
ricklan by3qrr | /201> | (E7-ggoov3) | 22"M 18C  966GTs (2 GB/s tf]nes
buses - er direction) | ©n theé proc.
u 6/2016 Broadwell-EX 59 nm 24C 3xQPI 1.1 per direction)
(E7-8800 v4) 9.6 GT/s
NUMA A 3%UPI DMI3 x4 48 x PCle
Purley fully connect. 2017 Skylake-EX 14 nm 28C \\10 4 GT/s (4xPClIe 3.0) lanes /’
by 3 UPI buses N e o o o e A GRS ) ODLEREPPOC.




2.6 Overview of the evolution of Intel’s high-end 4S/8S server platforms (16)

Intel’s high-end 4S/8S server platforms — Performance features (Source of data: Intel)

ILP (rel. to Xeon 7200)

1.6
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1.0

0.9

0.8

A

N\

1.6

1.5

1.4

1.3

1.2

1.1

10

GHz
N\
Broadwell-EX -1
« (14 nm), 24C
Haswell-EX
fmax (base) (22 nm), 18C L
Ivy-Bridge-EX * A4
(22 nm), 15C
Westmere-EX *
(32 nm), 10C T
Nehalem-EX
(45 nm), 8C
Xeon 7400
(45 nm), 6C N *
e *
Xeon 7200 QS —+
(65 nm), 2C W *
K
S
>
2006 2008 2010 2012 2014 2016 Year
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2.0

1.5
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2.6 Overview of the evolution of Intel’s high-end 4S/8S server platforms (17)

Supply voltage and max. transfer rate (speed) of major DRAM types [136]

A \Voltage Speed

. Da
.\ “.200 Mbps

33V ‘"\1.8 | ‘/ 1,866 Mbps

= ‘ | 1, éoo Mbps

133 Mbps g @ 800Mbps ~.| :/
‘. 400 Mbps 135V »

SDR DDR DDR2 DDR3 DDR3L DDR4

P



3. Example 1: The Brickland platform

3.1 Overview of the Brickland platform

3.2 Key innovations of the Brickland platform vs.
the previous Boxboro-EX platform

3.3 The Ivy Bridge-EX (E7-8800 v2) 8S processor line
3.4 The Haswell-EX  (E7-8800 v3) 8S processor line

3.5 The Broadwell-EX (E7-8800 v4) 8S processor line

It won't be discussed.




3.1 Overview of the Brickland platform



3.1 Overview of the Brickland platform (1)

3.1 Overview of the Brickland platform
Overview of Intel’s high-end 4S/8S server platforms and processor lines

high-end 4S/8S server Core . Proc.
Platform Core Techn. Intro. processor lines count Chipset socket
Pentium 4 MP 90 nm Pentium 4 MP E8500 +
2 1
Prescott 90 nm 3/2005 (Potomac) ¢ ICH5
Truland MP | pentium 4 presc. | 90 nm | 11/2005 7000 (Paxville MP) 2AC | g e | O
Pentium 4 Presc. | 65 nm | 8/2006 7100 (Tulsa) 2x1C ICHS
72 Ti D 2
Core2 65nm | 9/2007 00 (Tigerton DC) N 700
Caneland MP 7390 (Tigerton QC) 2x2C | (Clarksboro)+ | | 1 (4
631x/632x
Penryn 45 nm 9/2008 7400 (Dunnington) 6C ESB
7 Beckt
Nehalem 45 nm 3/2010 >00 (Beckton/ 8C 7500
Nehalem-EX) LGA
Boxboro-EX BRI 5= || g oe
Westmere 32 nm 4/2011 SR 10C ICH10 >
(Westmere-EX)
Sandy Bidge 32 nm
{ Ivy Bridge 22 nm 2/2014 E7-8800 v2 (Ivy Bridge-EX) 15C
. C602] LGA
Brickland Haswell 22 nm 5/2015 E7-8800 v3 (Haswell-EX) 18C (Patsburg J) 2011-1
\ Broadwell 14 nm 6/2016 E7-8800 v4 (Broadwell-EX) 24C
. - - - N "~ ce20 LGA
Purley Skylake 14 nm 7/2017 Platinum 8100 (Skylake-SP) 28C 7 EER) 3647




3.1 Overview of the Brickland platform (2)

The Brickland (8S) platform

I:l Haswell-EX based
:l Broadwell-EX based

Attached via x4 DMI2

-~ ~
7 2/2014 N
/ ~ \
Platform / Brickland \
II 2/2014 5/2A015 6/2A016 \l
Xeon E7- Xeon Xeon |
Cores | 8800 v2 E7-8800 v3 E7-8800 v4 I
l (Ivy Bridge-EX) (Haswell-EX) 18C (Broadwell-EX) 24C !
I (Ivytown) 15C
| 22 nm/4310 mtrs/541 mm? 22 nm/5560 mtrs/661 mm? 14 nm/7200 mtrs/456 mm?2 :
| Vi MB L2/C Vi MB L2/C v MB L2/C I
I 37.5MB L3 35 MB L3 40 MB L3 |
3 QPI 1.1 links 8 GT/s 3 QPI 1.1 links 9.6 GT/s 3 QPI 1.1 links 9.6 GT/s |
l 4 SMI2 links to 4 SMBs 4 SMI2 links to 4 SMBs 4 SMI2 links to 4 SMBs I
| 2 mem. channels/SMB 2 mem. channels/SMB 2 mem. channels/SMB .
| up to 3 DIMMs/mem. channel up to 3 DIMMs/mem. channel up to 3 DIMMs/mem. channel
I up to DDR3-1600 MT/s up to DDR4-1866 MT/s up to DDR4-1866 MT/s l
| 6 TB (96x64 GB) 6 TB (96x64 GB) 6 TB (96x64 GB) l
32 PCle 3.0 32 PCle 3.0 32 PCIe 3.0 |
l LGA 2011-1 LGA 2011-1 LGA 2011-1 !
: 3/2012 |
- |
PCH C602]
! [ / [ vy Bridge-EX based |
l (Patsburgl) I
|
I |
I

—-—

/
\
\ Ivy Bridge-EX-based Haswell-EX based Broadwell-EX based /
N 22 nm 22 nm 14 nm 4



3.1 Overview of the Brickland platform (3)

Basic system architecture of the high-end 4S/8S Brickland server platform
(assuming 2x3 DIMMs/SMB)

Xeon E7-8800 v2 Xeon E7-8800 v3 A Xeon E7-8800 v4
(Ivy Bridge-EX) /|  (Haswell-EX) / (Broadwell-EX)

(Ivytown) 15C 14C 16C
Thanneis 2x4 SMI2
PCIe 3.0 PCIe 3.0 channels

% Ivy Bridge-EX MZH%
15C
2
PCIe 3.0 | 4xPCIe2 PCIe 3.0

C602] PCH

(Patsburg J) ME

SMB: Scalable Memory Buffer
(Performs conversion between the

parallel SMI2 and the parallel
DIMM interfaces)

SMI2: Scalable Memory Interface 2

(Parallel 64 bit VMSE data link between
the processor and the SMB)

ME: Management Engine (Dedicated microprocessor to manage the server via a console or remotely)



3.2 Key innovations of the Brickland platform vs.
the previous Boxboro-EX platform



3.2 Key innovations of the Brickland platform (1)

3.2 Key innovations of the Brickland platform vs. the previous Boxboro-EX platform

3.2.1 Connecting PCle links direct to the processors rather than to the MCH
3.2.2 New memory buffer design



3.2.1 Connecting PCle links direct to the processors rather than to the MCH (1)

Boxboro platform [106]
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3.2.1 Connecting PCle links direct to the processors rather than to the MCH -1
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Brickland platform [114]
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https://software.intel.com/sites/default/files/managed/cb/5c/intel_xeon_processor_e7-8800-4800_v3_product_family_overview.png

3.2.1 Connecting PCle links direct to the processors rather than to the MCH (2)

Connecting PCIe links direct to the processors rather than to the MCH -2
It has two major implications, including

« Raising the PCIe lane count provided by the Brickland platform (see Section 3.2.1.2)
« Reducing the bandwidth needed between the processors and the chipset (see Section 3.2.1.3)



3.2.1 Connecting PCle links direct to the processors rather than to the MCH (3)

3.2.1.2 Raising the PCIe lane count provided by the Brickland platform -1

As long as the Boxboro-EX platform provides 36 PCle lanes, the Brickland platform affords
32 PCle lanes per processor, i.e. 4 x 32 = 132 lanes in total for a 4S platform, as shown below.

Boxboro platform

2 x QPI

B I

Full |

Inte¥® QuickPath
interconnect

Wrie Cache

<‘—'\ | Esi

PCI Express PCI Express|| PCI Express
Gen2 Gen2 Gen2

Hot Hot e
[% %‘If s
x18

x8 | x4

xE l i
x HEED | 2] 2]

'—y‘i.
P - s s s e e s s -

[/

ME

Controlier

| vTa2

=TT -
A\l

- em =m =

Brickland platform

o= mm mm = my,

( 32PCle* |
I 3.0 / skt

Intel® AVX 2.0 / Haswell Ne\.l
Instruction (HNI) 1

Next generation
Intel® Scalable

l(4 DM{Z
Memory
Intercon *

Intel
Xeon E7
V3

L

4 DMI
4x Jordan
Creek

PCIe 3.0

men;ory
expansion per
p;or:ketpe

32 PCle
\ 3.0/ skt

—_— e = 7

Color Legend: Changes from IVB-EX platform called out in this color

Figure: Connecting PClIe links direct to the processors rather than to the MCH
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3.2.1 Connecting PCle links direct to the processors rather than to the MCH (4)

3.2.1.2 Raising the PCIe lane count provided by the Brickland platform -2
« If the PCI lanes are connected directly to the processors rather than to the MCH, the number
of PCle lanes supported by the platform will scale linearly with the number of processors.

« In addition, the Brickland platform provides faster PCIe 3.0 lanes instead of PCI 2.0 lanes
of the previous Boxboro platform.

Per lane PCIe bandwidth:

« PCI 2.0: 500 MB/s
« PCI 3.0: 984.6 MB/s



3.2.1 Connecting PCle links direct to the processors rather than to the MCH (5)

3.2.1.3 Reducing the bandwidth demand between the processors and the chipset

« By relocating the PClIe links from the MCH to the processors, the bandwidth needed
between the chipset and the processors becomes significantly reduced, as follows;

In the preceding Boxboro platform the MCH provides 36 PCle 2.0 lanes with a total
bandwidth of 36x0.5 GB/s = 18 GB/s per direction.

This gives rise for using a QPI 1.1 bus width the bandwidth of 16.0 GB/s per direction
between the MCH and the processors.
« By contrast, in the Brickland platform the PCle lanes are connected immediately to the
processors and there is no need for providing the associated bandwidth.
« This has three consequences;
a) Interconnecting the processors and the PCH by a DMI2 (4x PCle 2.0) link
b) Providing only three QPI links per processor
c) Implementing a single chip “chipset”,
as discussed next.



3.2.1 Connecting PCle links direct to the processors rather than to the MCH (6)

a) Interconnecting the processors and the PCH by a DMI2 (4x PCIe 2.0) interface

Due to the reduced bandwidth demand of the chipset-processor interface, it suffices now
to interconnect the PCH with a single processor via a DMI2 interface consisting of 4 PCle 2.0
lanes that provide a bandwidth of up to 4x0.5=2 GB/s, rather than using a QPI bus with

a bandwidth of 16.0 GB/s.
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Figure: The Haswell-EX implementation of the Brickland platform [114]
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3.2.1 Connecting PCle links direct to the processors rather than to the MCH (7)

b) Providing only three QPI links per processor -1

As the Brickland platform does not need an extra QPI bus to interconnect the processor with
the PCH, it has only 3 QPI buses per processor rather than four compared to the previous
(Boxboro-EX) platform, as shown in the next Figure.
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Figure: The Haswell-EX implementation of the Brickland platform [114]
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3.2.1 Connecting PCle links direct to the processors rather than to the MCH (8)

Providing only three QPI links per processor -2

In addition, the Brickland platform supports already QPI 1.1 buses with the following speeds:

« Ivy Bridge-EX based Brickland platforms: up to 8.0 Gbps
« Haswell-EX based Brickland platforms: up to 9.6 Gbps



3.2.1 Connecting PCle links direct to the processors rather than to the MCH (9)

c) Implementing a single chip “chipset”

« Inspired by the reduced functionality, the chipset is now implemented as a single chip solutior
instead of using two chips, as in the previous Boxboro platform.

« The single chip “chipset” is now designated as the PCH (Platform Controller Hub).
It is in particular the C602 J or Patsburg-]J PCH, as shown below.
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Figure: The Haswell-EX implementation of the Brickland platform [114]
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3.2.2 New memory buffer design (1)

3.2.2 New memory buffer design
It has two main components, as follows:

a) Redesigned, basically parallel MC-SMB interface, called SMI2 interface
b) Enhanced DRAM interface



3.2.2 New memory buffer design (2)

a) Redesigned, basically parallel MC-SMB interface, called SMI2 interface -1

Boxboro-EX platform

{7

SMI In

I
E—

SMI Out

Scalable Memory Buffer
(SMB)

SMI: Serial, packet based link with
differential signaling

Up to 6.4 Gbps

DIMM DIMM
DIMM DIMM

DDR3
AV A4 interface

)

Brickland platform

DIMM DIMM
[ pmvm ||  DIMM
DIMM DIMM
DDR3/4
N N/ interface

SMI2 data

—))
I

SMI CMD

Scalable Memory Buffer
(SMB)

SMI 2: 64-bit parallel, bidirectional data link with
single-ended voltage reference signaling,
(VMSE (Voltage Mode single Ended) signaling)

Up to 3200 MT/s



3.2.2 New memory buffer design (3)

a) Redesigned, basically parallel MC-SMB interface, called SMI2 interface -2

The SMI link of the Boxboro-EX platform was a serial, packet based, differential link
including about 70 signal lines.

By contrast, as far as the data transfer is concerned, with the SMI2 link Intel changed to
64-bit parallel, bidirectional communication using single-ended voltage reference signals,
called VMSE (Voltage Mode Single Ended) signaling.

SMI 2 requires altogether about 110 signal lines, that is about 50 % more lines than SMI.

The reason for changing from serial transfer to parallel transfer in case of the data lines is
presumably the fact, that in this case AD/DA converting of data becomes superfluous and
this results in reduced dissipation.

« The SMI 2 interface is used in the Brickland platform and operates

« in Ivy Town-EX based platforms at a speed of up to 2667 MT/s,
« in Haswell-EX based platforms at a speed of up to 3200 MT/s and
« in Broadwell-EX based platforms at a speed of up to 3200 MT/s.



3.2.2 New memory buffer design (4)

b) Enhanced DRAM interface

Brickland platform

Boxboro-EX platform S ST
" piMM || DIMM [ pimm |[  DIMM
DIMM DIMM DIMM DIMM
DDR3 DDR3/4
A4 ~ ~ interface < 5 </ interface
SMI In SMI2 data

Scalable Memory Buffer | l l Scalable Memory Buffer

R
| (SMB) — (SMB)

SMI Out SMI CMD

« Up to DDR3-1333 « Up to DDR4-1866
* Up to 2 DIMMs per memory channel «  Up to 3 DIMMs per memory channel



3.2.2 New memory buffer design (5)

Operation modes of the SMBs in the Brickland platform [113]

Operation modes of the SMBs

@/\@

Lockstep mode Independent channel mode
(aka Performance mode)

* In lockstep mode the same command is sent * In the independent channel mode commands
on both DRAM buses. sent to both DRAM channels are independent
« The read or write commands are issued from each other.

simultaneously to the referenced DIMMs,
and the SMB interleaves the data on the



3.2.2 New memory buffer design (6)

DRAM speeds of the Brickland platform

SMB C102/C104
DDR4 speed n.a.
DDR3 speed Perf. mode: up to 1333 MT/s

Lockstep mode: up to 1600 MT/s

C112/C114

Perf. mode: up to 1600 MT/s
Lockstep mode: up to 1866 MT/s

Perf. mode: up to 1600 MT/s
Lockstep mode: up to 1600 MT/s



3.2.2 New memory buffer design (7)

Example for a Haswell-EX based 4S Brickland platform [115]

Power vy — QPI 9.6 GT/s < > Power
Conmeetor {swznms 2GTJ’.§> PRl SMI2-CHO 3.2GTK o
SMIEJL'}H13 :zGTrz> CPU4 CPU3 SMI2-CH1-3. 2GT;§'
Power Power
comerer | [N (72T s [SUGRR | comeor

SMIE-C—HS-S 2GTls SMI2-CH3-3.2GTls

)

i
=
(]
«wr
=21
o
(=)

CPU4_S1-PCIE G3x8 in X8slot ¢ T @ ~ noe CPU3_S1-PCIE G3x8 in X8slot
(] [
: PCIE-G3x32 LANE:
CPU4_S2.PCIE G3x8in Xaslot | | ='E-G3x32 LANEs o p= ® | cPU3_S2-PCIE G3x8 in X8slot
o a
CPU4_S3-PCIE G3x16 in X16slot = = o © CPU3_S3-PCIE G3x16 in X16slot
— ) 8
Power MI2-GI-ICI-3 2GTH QPI 9.6 GTis <SI".-'II2—GHD—3.2GTIS> FLon
Connector & 3 e— Connector
smzcms 2GT:;5 CPU1 — CPU2 <SI".-'II2—GH143- 2GT.fs$
Power Power
MI2-CH2-3.2GT! MIZ-CH2-3 2GTH:
comrtr | [OMBSRN covzrzszors Secazer: RS [ oo,
swchsa 2GT/S SMI2-CH3-3. 2@sz
Fa¥ Fa
CPU3_S2-PCIE G3x8 in X8slot L PN  — CPU2_S1-PCIE G3x8 in X8slot
PCIE-G3x24 = > & PCIE-G3x32 LANEs
CPU3_S3-PCIE G3x16in X16slot | ANES 3% | PCIE-G3x8 LANEs G&E CPU2_S2-PCIE G3x16 in X16slot
b4
> CPU2_S3-PCIE G3x8 in X8slot
=1
- o
o
Clock Subsystem =
Clock Gen &
Clock Buffer =1 Haswell-EX
HM .
XDP0: CPU1 & CPU4 T E7-8800 v3 /E7-4800 v3 family
CPU2 & CPU3
(18-Core), w/ QPI up to 9.6 GT/s

[ TPMchip |

The SMBs with the DIMMs are installed on extra cards to be inserted into the 8 SMI2 slots.



3.2.2 New memory buffer design (8)

The mainboard and two of the memory cards to be inserted into the SMI2 slots of the
platform shown in the previous Figure [115]

Memory cards

Mainboard



3.3 The Ivy Bridge-EX (E7-8800 v2) 45/8S processor line



3.3 The Ivy Bridge-EX (E7-8800 v2) 4S/8S processor line (1)

3.3 The Ivy Bridge-EX (8800 v2) 4S/8S processor line [116]

« Intel developed a single processor to cover all server market segments from 1S to 8S, called
the Ivytown processor.

« It is manufactured on the 22 nm technology, includes up to 15 cores built up on 4.31 billion
transistors on a die of 541 mm?2.

« Ivytown processor versions have a TDP of 40 to 150 W and operate at frequencies ranging
from 1.4 to 3.8 GHz.

« The Ivytown processor was launched along with the Romley 2S server platform in 9/2013
followed by the Brickland 4S5/8S platform in 2/2014.



3.3 The Ivy Bridge-EX (E7-8800 v2) 4S/8S processor line (2)

Server platforms and processor segments covered by the Ivytown processor [117]

E5 platform: Romley E5 entry level w/3 Native DDR3, 20

PCle lanes, & 1 QPI link

Entry level
E5 2400 1, 2 sockets

Socket B2

E5 w/4 Native DDR3, 40 PCle lanes, & 2 QPI

links
Performance level

IVB E5 v2 s Socket R
E5 2600 1, 2, 4 sockets ¥

E7 platform: Brickland

E7 w/8 Native DDR3 through Memory eXtension
Buffer chips (MXB), 32 PCle lanes, & 2 QPI links

e S )
High-performance level - voervz Socket R2
E7 4800/8800 2, 4, 8 sockets  4oB&s ), —

(SMZ }




3.3 The Ivy Bridge-EX (E7-8800 v2) 4S/8S processor line (3)

E5, E7 platform alternatives built up of Ivytown processors [117]

Romley Entry and Performance level platform alternatives

E5 v2 2S w/3 Native DDR3, 20 PCle E5 v2 2S w/4 Native DDR3, 40 PCle
lanes, 1 QPI link per socket lanes, 2 QP! links per socket

ES5 v2 4S w/4 Native DDR3, 40 PCle lanes, 2 QPI

ES 4bxx v ES 46xx ve

Brickland High performance platform alternatives

E7 v2 4S w/8 Native DDR3 through Memory eXtension Buffer

chips (MXB) E7 v2 8S processors and QP! link connectivity shown only
32 PCle lanes, 3 QR i g

E7-88xx vZ

E7-48xx vZ ”3“]”‘
| —
| SMI2 )

o

E/-88xxv2

| SN2 )

=
E7-48xx v2 )—4

E7-88xxv2




3.3 The Ivy Bridge-EX (E7-8800 v2) 4S/8S processor line (4)

Block diagram of the Ivy Town processor

The processor consists of 3 slices, each with 5 cores and associated LLC segments, as seen below.

PCU:
TAP:

FUSE: Fuse block, to configure the die
i.e. to have various core and

DRNG:

I10:
HA:

MC:
VMSE:

Power Control Unit
Test Access Port

cache sizes as well as

different frequency and TDP

levels

Digital Random Number
Generator

Integrated I/0O block

Home Agent providing
memory coherency

Memory Controller

Voltage-Mode Single-Ended

Interface (actually the
SMB)

QP1 QPI

b i
0 -
I
1
E i

Figure: Block diagram of the Ivy Town processor [116]




3.3 The Ivy Bridge-EX (E7-8800 v2) 4S/8S processor line (5)

Layout of the ring interconnect bus used for dual slices (10 cores) [125]




3.3 The Ivy Bridge-EX (E7-8800 v2) 4S/8S processor line (6)

Layout of the ring interconnect bus used for three slices (15 cores) [125]

 There are 3 virtual rings.
« Multiplexers (MUXs) dynamically interconnect the rings, as shown below.

Clockwise outer ring Counter-clockwise outer ring

Figure: Three-slice ring interconnect with three virtual rings interconnected by multiplexers [125]



3.3 The Ivy Bridge-EX (E7-8800 v2) 4S/8S processor line (7)

Implementing lower core variants through chopping [116]

15-cores floorplan
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3.3 The Ivy Bridge-EX (E7-8800 v2) 4S/8S processor line (8)

Lower core alternatives of the Ivytown processor achieved by chopping [116]

15 cores 10 cores 6 cores

4 D)
e

i

¥ "

.
.
c LN 4

)
N

a

O i F iy
v -

Cores: 15 10 6
L3 cache [MB]: 37.5 25 15
Transistors [B]: 4.31 2.89 1.86

Die size [mm?]: 541 341 257



3.3 The Ivy Bridge-EX (E7-8800 v2) 4S/8S processor line (9)

TDP vs. core frequency in different Ivytown processor alternatives [116]

Base Frequency (GHz)
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3.4 The Haswell-EX (E7-8800 v3) 45/8S processor line



3.4 The Haswell-EX (E7-8800 v3) 45/8S processor line (1)

3.4 The Haswell-EX (E7-8800 v3) 4S/8S processor line

 Launched in 5/2015
« 22 nm, 5.7 billion transistors, 662 mm (for 14 to 18 cores)
*  Number of cores

« 18 cores for 8S processors

« 14 cores for 4S ones (in 08/2015) instead of 18
cores



3.4 The Haswell-EX (E7-8800 v3) 45/8S processor line (2)

Basic layout of an 18 core 8S Haswell-EX v3 (E7-8800) processor [118]

Up to 4 Intel” C112/C114

Scalable Memory Buffers
per socket

o
CORE
CORE

DDR4E
— CORf

CORE

DDR‘]3I CORS

ooRef3

Xeon Processor

E7 v) Family
CORE CORF
CORE CORSE
LORE (ORE

CORt

somsres ] ] 'W il

(-ptouooaqoom

Up 10 32 lanes
per socket

Up to 20% more cores/threads

Up to 20% more last level cache for up to
39% OLTP database performance
increase gen-gen’


http://hothardware.com/gallery/Article/2321?image=big_core.jpg
http://hothardware.com/gallery/Article/2321?image=big_core.jpg

3.4 The Haswell-EX (E7-8800 v3) 48S processor line (3)

Contrasting key features of the Ivy Bridge-EX and Haswell-EX processors -1 [114]

Cores

LLC size (L3)

QPI

SMB

VMSE speed

DDR4 speed

DDR3 speed

TSX

Up to 15

Up to 15x2.5 MB

3xQPI 1.1
Up to 8.0 GT/s in both dir.
(16 GB/s per dir.)

C102/C104
(Jordan Creek)

C102: 2 DIMMs/SMB
C103: 3 DIMMs/SMB

Up to 2667 MT/s

n.a.

Perf. mode:

n.a.

Perf. mode:
Lockstep mode: up to 1866 MT/s

Perf. mode:
Lockstep mode: up to 1600 MT/s

up to 1333 MT/s
Lockstep mode: up to 1600 MT/s

Up to 18

Up to 18x2.5 MB

3xQPI 1.1
Up to 9.6 GT/s in both dir.
(19.2 GB/s per dir.)

Cl112/C114
(Jordan Creek 2)

C112: 2 DIMMs/SMB
C113: 3 DIMMs/SMB

Up to 3200 MT/s

up to 1600 MT/s

up to 1600 MT/s

Supported



3.4 The Haswell-EX (E7-8800 v3) 45/8S processor line (4)

Contrasting key features of the Ivy Bridge-EX and Haswell-EX processors -1 [114]

We note that the Haswell-EX processors support Intel’s Transactional Synchronization Extension
(TSX) that has been introduced with the Haswell core, but became disabled in the Haswell-EP
processors due to a bug.



3.4 The Haswell-EX (E7-8800 v3) 45/8S processor line (5)

Transactional Synchronization Extension (TSX)

« Intel’s TSX is basically an ISA extension and its implementation to allow hardware supported
transactional memory.

« Transactional memory is an efficient synchronization mechanism in concurrent programming
used to effectively manage race conditions occurring when multiple threads access shared
data.



3.4 The Haswell-EX (E7-8800 v3) 45/8S processor line (6)

Addressing race conditions

Basically there are two mechanisms to address race conditions in multithreaded programs,
as indicated below:

Basic mechanisms to address races in multithreaded programs

Q/\@

Locks Transactional memory (TM)
Pessimistic approach, Optimistic approach,
it intends to prevent possible conflicts it allows access conflicts to occur
by enforcing serialization of transactions but provides a checking and repair mechanism
through locks. for managing these conflicts, i.e.

it allows all threads to access shared data simultaneously
but after completing a transaction,
it will be checked whether a conflict arose,
if yes, the transaction will be rolled back and
then replayed if feasible else
executed while using locks.

The next Figure illustrates these synchronization mechanisms.



3.4 The Haswell-EX (E7-8800 v3) 45/8S processor line (7)

Illustration of lock based and transaction memory (TM) based thread synchronization

[126]
Lock based model TM model
Sequential execution Concurrent execution
T1 T2 T Tl T2 Th
)

(

s

——> il Conflict, to be
repaired

i

Time b




3.4 The Haswell-EX (E7-8800 v3) 45/8S processor line (8)

We note that in their POWERS8 (2014) IBM also introduced hardware supported transactional
memory, called Hardware Transactional Memory (HTM).



3.4 The Haswell-EX (E7-8800 v3) 45/8S processor line (9)

Contrasting the layout of the Haswell-EX cores vs. the Ivy Bridge-EX cores [111]

Haswell-EX has four core slides with 3x4 + 6 = 18 cores rather than 3x5 cores in case of
the Ivy Bridge-EX (only 3x 4 = 12 cores indicated in the Figure below).

E/v3
E7 v2
PCle i QP )
[ pole__ QP ) — ’f*‘—‘;‘ HSW
L — SR — J butterad swilch ool fiil g
r— T‘f— prem—— . " \ 7 . " \
IVB VB VB [ HSW [[ Hsw |[ Hsw q HSW
Shared |(AF——| Shared |fF— ::> shared |fF—=\ Shared
[ ve IVB VB HSWY ﬂLst HSW HSWY
L3 \ J L3 [\ e L3 ' J N\ B R
Cache [ 1 Cache ) i Cache § Cache )
[ ve omey |UVe ] VB Wil aene |([Hsw ) Hsw HSW
VB VB | Ve | [ Hsw [[st [ Hsw HSW
( — —7 \\ bullér wilch
Memaory Controller g Memory Controller ] . #— HSW
8 @ ¢ 3 @ Memory Controller goﬁﬂ,‘ f

33 )

Figure: Contrasting the basic layout of the Haswell-EX (E7 v3) and Ivy Bridge-EX (E7 v2)
processors [111]

Note that the E7-V3 has only two ring buses interconnected by a pair of buffered switches.



3.4 The Haswell-EX (E7-8800 v3) 45/8S processor line (10)

More detailed layout of the Haswell-EX die [111]
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3.4 The Haswell-EX (E7-8800 v3) 4S/8S processor line (11)

Die micrograph of an 18-core Haswell-EX processor [111]
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3.4 The Haswell-EX (E7-8800 v3) 4S/8S processor line (12)

Main features of 4S and 8S Haswell-EX processors [120]

INTEL® XEON® PROCESSOR E7 v3 FAMILY SPECIFICATIONS

Intel® Turbo

Intel® Xeon® Frequency Boost Intel® HT Intel® QPI Link
processor SKU (GHz) Technology Technology Speed
E7-8893 v3 3.2 45M 140 W 4 9.6 GT/s
E7-8891v3 2.8 45M 165 W 10 9.6 GT/s
E7-8880L v3 2.0 45M 115w 18 9.6 GT/s
E7-8867 v3 2.3 45M 165 W 16 9.6 GT/s
E7-8890 v3 2.5 45M 165 W 18 9.6 GT/s
E7-8880v3 2.3 45M 150 W 18 9.6 GT/s
E7-8870v3 2.1 45M 140 W 18 9.6 GT/s
E7-8860 v3 2.2 40M 140 W 16 9.6 GT/s
E7-4850v3 2.2 35M 115 W 14 8.0GT/s
E7-4830 v3 2.1 30M 115w 12 8.0GT/s
E7-4820v3 1.9 25M 115w 10 No Turbo 6.4 GT/s
E7-4809 v3 2.0 20M 115 W 8 No Turbo 6.4GT/s




3.4 The Haswell-EX (E7-8800 v3) 45/8S processor line (13)

Power management improvements in the Haswell-EP and Haswell-EX server lines

+ The related product families are: the Xeon E5-4600/2600/1600 and the Xeon E7-8800/4800
« The introduced key power management improvements include first of all:

« Per core P-states (PCPS) and
* Uncore frequency scaling

« We underline that the installed OS has to support the above features.



3.4 The Haswell-EX (E7-8800 v3) 4S/8S processor line (14)

Per core P-states (PCPS) in the HSW-EP and Haswell-EX lines [129], [130]

« In the Haswell-EP and -EX server lines Intel introduced individual P-state control instructed
by the OS.

This means that each core can operate independently at individual clock rate and ssociated
core voltage.

- Previously, in the Ivy Bridge and preceding generations all cores run at the same frequency
and voltage.



3.4 The Haswell-EX (E7-8800 v3) 4S/8S processor line (15)

Remark 1 - Estimated gain of using individual P-states -1

+ Subsequently, we cite a study investigating the possible gain of using individual voltage and

clock domains [131].

« The assumed microarchitecture of the study is seen below.

PMU: Power Management Unit
Based on sensed data it determines
individual clock and voltage values.

Note that due to the different clock rates
FIFO Buffers are needed between the cores
and the Interconnect for clock synchronization.

Clock synchronization adds latency to the
memory and cache transfers

Figure: Assumed microarchitecture in the cited
study (clock generation not indicated)
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3.4 The Haswell-EX (E7-8800 v3) 45/8S processor line (16)

Remark 1 - Estimated gain of using individual P-states -2

General assessment of using single and multiple voltage domains stated in the study [131]:

"The advantage of a single voltage domain is the capability of sharing the current among the
cores; when some cores consume less current or are turned off, current can be directed to the
other active cores. This advantage comes at the cost of tying all the voltage domains together,
forcing the same operation voltage to all cores.

On the other hand, multiple voltage domains topology provides the ability to deliver individual
voltages and frequencies according to an optimization algorithm. In particular, when a single
thread workload is executed, the entire CMP power budget can be assigned to a single core,
which can consume 16 times higher power than each individual cores when executing a
balanced workload on all 16 cores. While in both cases the total CMP power is the same,
separate power domains require at least one of the 16 VRs to deliver 16 times higher power
than its nominal working point. Such a requirement is not feasible. The present study
evaluates VR designed to deliver 130%-250% of the rated CMP current.”



3.4 The Haswell-EX (E7-8800 v3) 4S/8S processor line (17)

Estimated gain vs a baseline platform that does not make use of DVFS [131]

Perofrmance
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A
—
'\ —— 1V1C
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N 1VnC
— — —.—\H\'—._
2T 4T aT 12T 14T 16T

Number of threads
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160% 1

155%
150%:
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140%
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120%
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110%

Performance vs. Treads and policy

250% headroom
L ViC
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\ - nVnC |-
\\ 1vnC |-
| . - \n
N
t_\'vv_______ B
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Number of threads

1V1C: Single Voltage domain, single Clock domain

nVnC: Multiple Voltage domains, multiple Clock domains
1VnC: Single Voltage domain, multiple Clock domains

The headroom is understood as the capability of the
voltage regulators to deliver up to 130 % or 150 % of the
rated current (the current consumed at the min. Vcc
design point (the lowest P point).

The study has shown that for low thread counts, typical in DT and mobile platforms, the use
of multiple voltage and clock domains degrades performance due to clock synchronization
needed that adds latency to memory and cache transfers.

By contrast, in processors that support a large number of threads, as typical in servers,
multiple voltage and frequency domains may be benefitial assuming that voltage regulators
have a high enough power delivery capability.




3.4 The Haswell-EX (E7-8800 v3) 4S/8S processor line (18)

Remark 2 -Principle of operation of the Per-core P-state (PCPS) power management (simplified) -1

« US patent application 20140229750 A1 (filed in 2012 and issued in 2014) reveals details
of the implementation [133].

« The Figure below illustrates PCPS for an 18 core Haswell-EX processor when the cores
run a four different P-states.

150 Performance state 1

? 152 Performance state 2
\\'
N \,

.

154 Performance state 3
N\
N,

156 Performance state 4

27,1 | Power( Sx@ + 5x + 5x +3x )

< Power (18x( 1))

Method an -
US 20140: 7 140 Wi

iCore’”)  RNCoreN
216 W 17 D

Figure: Illustration of PCPS for an 18-core Haswell-EX processor if the cores run a four P-states [133



3.4 The Haswell-EX (E7-8800 v3) 4S/8S processor line (19)

Remark 2 -Principle of operation of the Per-core P-state (PCPS) power management (simplified) -2

« According to the patent each core includes a set of 32-bit registers, one register for each
thread (Registers 212 to 214) plus an additional register (Register 218), as indicated
for two cores (Core i and Core n) below.

220 Core n

210 Core i

212 Thread_Reg /; J

216 Resolve

seresstssssranranen

214 Thread Reg /s r\ \

Thread requests

240 242
New core New core
P-state P-state

J

218 Core_Reg i

1
232 Core

request 234 Core request

v

v

230
Central power control unit

Figure: Per core implemented registers used for PCPS [133]



3.4 The Haswell-EX (E7-8800 v3) 45/8S processor line (20)

Remark 2 -Principle of operation of the Per-core P-state (PCPS) power management (simplified) -3

« The per-thread available registers (Registers 212 to 214) provide a set of fields, detailed in
the patent.

« The OS determines for each thread the requested P-state needed for executing the thread
at efficient performance (i.e. at the min. clock rate needed to execute the thread without
substantially lengthening its runtime. Note here that each thread is scheduled only for
in given time windows thus a higher clock rate would not substantially reduce its runtime).

« Available core logic evaluates the per-thread requests, determines the highest performance
P-state needed for the core and writes this values into the additional register
(Register 218).

« Finally, the requested P-state is communicated to the Central Power Control Unit (230) and
it sets the related individual voltage regulator and clock generator (PLL) belonging
to the core considered to obtain the requested P-state.



3.4 The Haswell-EX (E7-8800 v3) 4S/8S processor line (21)

Uncore frequency scaling [132]

« With uncore frequency scaling the uncore voltage and frequency is independently controlled
from the core's voltage and frequency settings.

To achieve this the uncore needs to be implemented on a separate voltage and clock domain.

+ Benefit of uncore frequency scaling

« For compute bound applications core frequency may be raised without needing
to increase uncore frequency and voltage or

« for memory-bound applications uncore frequency may be raised without needing to
increase core frequency and voltage.

This allows to optimize performance by consuming less power.
Remark [132]

« In Nehalem the cores were DVFS controlled whereas the uncore run at a fixed frequency
 In the Sandy Bridge and Ivy Bridge cores and uncore were tight together
« in Haswell each core and the uncore is treated separately.



3.4 The Haswell-EX (E7-8800 v3) 4S5/8S processor line (22)

Performance comparison of high-end 4S/8S server processors -1 [121]
(The test workload is: CPU 45 nm Design Rule Check Tool C 2006 Rev.)

20

HIGHER IS BETTER Intel® Xeon® Processor E7-8890 v3
18 Cores, 8 Jobs x 16 Threads

B Intel® Xeon® Processor E7-4890 v2
15 Cores, 7 Jobs x 16 Threads

M Intel® Xeon® Processor E7-4870
10 Cores, 5 Jobs x 16 Threads

M Intel® Xeon® Processor X7560
8 Cores, 4 Jobs x 16 Threads

Throughput

Intel® Xeon® Processor X7460
6 Cores, 3 Jobs x 8 Threads

Bl Intel® Xeon® Processor X7350
4 Cores, 2 Jobs x 8 Threads

M Intel® Xeon® Processor 7140M
Z2 Cores, 1 Job x 16 Threads
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3.4 The Haswell-EX (E7-8800 v3) 4S/8S processor line (23)

Performance comparison of Intel's high-end 4S/8S server processors -2 [121]

Note that with their high-end 4S/8S server processors Intel achieved a more than 10-fold
performance boost in 10 years.



3.5 The Broadwell-EX (E7-8800 v4) 45/8S processor line



3.5 The Broadwell-EX (E7-8800 v4) 4S/8S processor line (1)

3.5 The Broadwell-EX (E7-8800 v4) 4S/8S processor line
Positioning the 14 nm Broadwell-EX line [112]
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3.5 The Broadwell-EX (E7-8800 v4) 4S/8S processor line (2)

Planned features of the Brickland platform and the Broadwell-EX processor line -1 [122]

Grantley with Broadwell-EP CPU Brickland with Broadwell-EX CPU Purley with Skylake CPLU
pralin g 55-145W, 160W WS onl | 113-1685W ! 45-1685W
(with IVR) ' Y | [
Socket Socket R3 | Socket R1 I Socket P
Scalability 25 | 25,45, 85 I 25,485, 85
Cores Up to 22C with Intel® HT Technology Up to 24C with Intel® HT Technology Up to 28C with Intel® HT Technology
4 channels DDR4 per CPU | 4 channels DDR4 per CPU | & channels DDR4 per CPU
RDIMM, LRDIMM RDIMM, LRDIMM RDIMM, LRDIMM
Memao
Y 10PC=up to 2400, 2DPC= up to 2133, | DDR3/4 Performance Mode 1333, 1600 | 2133, 2400 2DPC, 2666 1DPC
30PC=up to 1600 DDR3/4 Lockstep mode 1333, 1600, 1866 Mo 3 DPC support
UPI QPI: 2 v1.1 channels per CPU 9.6 GT/s max | QPI: 3 v1.1 channels per CPU 5.6 GT/s max || UPI: 2-3 channels per CPU (9.6, 10.4 GT/s)
PCle*3.0(2.5, 5.0, 8.0 GT/s) I FCle® 3.0 (2.5,5.0,8.0GT/s) | PCle*3.0(2.5, 5.0, 80 GT/s)
PCle® 48 lanes per CPU
per
40 lanes per CPU | 32 lanes per CPU I Bifurcation support: x16, xB, x4
) B ) Lewisburg: DMI3 — 4 lanes; 14xUSB2 ports
. Wellsburg: DM'QU;B'S%TASUP to 6xUSB3, 8x : Patsburg: 14 USB2 ports, 4 SATAZ2 ports, 2 : Up to: 10xUSB3; 14xSATA3, 20xPCle*3
’ SATAJ ports Mew: Innovation Engine, 4x10GbE ports,
10xSATA3 ports; GbE MAC (+ Extemnal PHY) | P I el® O g t Technology
External | I
rd
Mode None i 3rd Party Node Controller 1 3" Party Mode Controller supported on select
Controller \ 7 skus
Support ~ P




3.5 The Broadwell-EX (E7-8800 v4) 4S5/8S processor line (3)

Main features of the Broadwell-EX processor line -2 [122]

As seen in the above Table, the planned features — except of having 24 cores - are the same
as implemented in the Haswell-EX line.



3.5 The Broadwell-EX (E7-8800 v4) 4S/8S processor line (4)

Layout of the Broadwell-EX die [128]
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3.5 The Broadwell-EX (E7-8800 v4) 4S/8S processor line (5)

4S Cluster on Die (COD) Mode [128]

COD is a performance enhancing feature, introduced with Haswell-EP, as 2S COD mode.
Broadwell-EX adds 4S COD capability by dividing 24 cores, 24 LLCs and the Home Agents

(HA) into two clusters, as seen below.

] I Cluster0O Cluster? I
e 1o
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I LLC ConIICore LLC I I LLC ICmIICm e I
Cbho Cbo Cho o
I e Core I I Core LLC I I LLC Core I I Core e I
Cho Cbo Cho Cho
e e | I piedl| | 77 = I I 7T | I owe: | e I
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Cbo Cbo Cho Cbo
LLC C°"I|c°" u.cI Iu.c C""Ilc""-' u.cI
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Figure: 4S Cluster on Die (COD) Mode [128]



3.5 The Broadwell-EX (E7-8800 v4) 4S/8S processor line (6)

Principle of operation [128]

« Each LLC cluster operates as an independent caching agent.
« OS creates NUMA domains such that most memory accesses remain within the cluster.

Benefits

« LLC access latency is reduced as the cache slices are more localized to the cores.

« Memory system latency is reduced because the number of threads seen by each
Home Agent is reduced and this increases the likelihood that memory requests hit
open pages in the memory controller.



3.5 The Broadwell-EX (E7-8800 v4) 4S/8S processor line (7)

Remark - Introduction of the COD mode already in Haswell-EP for 1S and 2S servers [134]

In case of an 18 core Haswell-EP (E5-2600 v3) processor the cores are partitioned into 2x 9 cores

as follows:

Qarl \
of1 no

Clusterd

Figure: Partitioning 18 cores into 2x 9 cores for the COD mode in a Haswell-EP processor [134]
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3.5 The Broadwell-EX (E7-8800 v4) 4S/8S processor line (8)

Main features of the Broadwell-EX (Xeon E7-8800 v4 and 4800 v4) lines [128]

Xeon E7-8890 v4
Xeon E7-8880 v4
Xeon E7-8870 v4
Xeon E7-8860 v4
Xeon E7-8855 v4
Xeon E7-8867 v4
Xeon E7-8891 v4
Xeon E7-8893 v4
Xeon E7-4850 v4

Xeon E7-4830 v4

Xeon E7-4820 v4
Xeon E7-4809 v4

Cores /
Threads

24 / 48
22 / 44
20 / 40
18 / 36
14 / 28
18 / 36
10 / 20
4/8
16 / 36
14 / 28
10/ 20
8/ 16

Clock / Turbo

2.2 / 3.4 Ghz
2.2 / 3.3 Ghz
2.1/ 3.0 Ghz
2.2/ 3.2 Ghz
2.1/ 2.8 Ghz
2.4/ 3.3 Ghz
2.8 / 3.5 Ghz
3.2/ 3.5 Ghz
2.1/ 2.8 Ghz

2.0/ 2.8 Ghz

2.0 Ghz
2.1 Ghz

L3 Cache

60 MB
55 MB
50 MB
45 MB
35 MB
45 MB
60 MB
60 MB
40 MB

35 MB

25 MB
20 MB

QPI
9.6 GT /s
9.6 GT /s
9.6 GT /s
9.6 GT /s
9.6 GT /s
9.6 GT /s
9.6 GT /s
9.6 GT /s
8.0GT /s

8.0GT /s

6.4 GT /s
6.4 GT /s

TDP

165 W
150 W
140 W
140 W
140 W
165 W
165 W
140 W
115 W

115 W

115 W
115 W

MSRP

$7174.00
$5895.00
$4672.00
$4061.00
N/A
$4672.00
$6841.00
$6841.00
$3003.00

$2170.00

$1502.00
$1223.00



4. Example 2: The Purley platform

4.1 Overview of the Purley platform

4.2 Key innovations of the Purley platform vs.
the previous Brickland platform

4.3 The Skylake-SP (Xeon x100) 25/4S/8S processor line



4.1 Overview of the Purley platform



4.1 Overview of the Purley platform (1)

4.1 Overview of the Purley platform

« The Purley platform is introduced in 7/2017, termed also as the Scalable platform.

« Itis based on the 14 nm Skylake-SP (Scalable Family Processor) server lines.

« Designed for existing and emerging server applications, such as data centers,
cloud computing, HPC and artificial intelligence.



4.1 Overview of the Purley platform (2)

Positioning of the Purley platform [112]

Ivy Bridge-EX Haswell-EX Broadwell-EX

Efficient
Performance
2S/Performance & Mid-Range
Storage/Performance Comms

Scalable Parformance 2S, 4S5, 85+

Optimized for Comms
Performance

Inte}® Xeon Phi™




4.1 Overview of the Purley platform (3)

Main features of the Purley platform based on the Skylake-SP processor line -1 [122]

Grantley with Broadwell-EP CPU Brickland with Broadwell-EX CPU Purley with Skylake CPL
CPU TDP
(with IVR) 55-145W, 160W WS only 115-165W 45-165W
Socket Socket R3 Socket R1 Socket P
Scalability 25 25,45, 85 25,45, 85
Cores Up to 22C with Intel® HT Technology Up to 24C with Intel® HT Technology Up to 28C with Intel® HT Technology
4 channels DDR4 per CPU 8 4 channels DDR4 per CPU B channels DDR4 per CPU
RDIMM, LRDIMM RDIMM, LRDIMM + RDIMM, LRDIMM
Memo +
Y 1DPC=up to 2400, 2DPC= up to 2133, DDR3/4 Performance Mode 1333, 1600 # 2133, 2400 2DPC, 2666 1DPC
30PC=up to 1600 DDR3/4 Lockstep mode 1333, 1600, 1866 £ Mo 3 DPC support
UPI QPI: 2 v1.1 channels per CPU 9.6 GT/s max | QPI: 3 v1.1 channels per CPU 9.6 GT/s max UPI: 2-3 channels per CPU (9.6, 10.4 GT/s)
PCle* 3.0 (2.5, 5.0, 8.0 GTis) PCle®3.0(2.5,5.0,80GT/s) PCle* 3.0 (2.5, 5.0, 8.0 GT/s) ]
PCle” 48 lanes per CPU
40 lanes per CPU 32 lanes per CFU Bifurcation support: x16, x8, x4
) _ ) ¥+ Lewisburg: DMI3 — 4 lanes; 14xUSB2 ports ]
oeH Wellsburg: DM'QU;B';’E&SUF’ to6xUSB3. 8x} b tsburg: 14 USB2 ports, 4 SATAZ ports, 2 £ Up to: 10xUSB3; 14xSATA3, 20xPCle™3
. T+ (C6021) SATA3 ports MNew: Innovation Engine, 4x10GbE ports,
10xSATAS ports; GbE MAC (+ External PHY) : Intel® QuickAssist Technology
Extemnal 1
: «[a3rd .
Mode None 3 3rd Party Node Controller : 3% Party Node Controller supported on selec}
Controller %, Ol S skus K
Suppm .."- -------------------------------- l“" .."- ------------------------------- ans® * !

DPC: DIMMs Per Channel




4.1 Overview of the Purley platform (4)

Drawback of Intel's recent server lines

Large diversity of the recent server implementations, as indicated in the next slides.



4.1 Overview of the Purley platform (5)

Example: E5/E7 platform options built up of Ivy Bridge based server processors [117]

Romley platform: Entry and Efficient Performance level
platform options

EN: 24xx v2 EP: 26xX V3. 46xX V2 ES v2 4S w/4 Native DDR3, 40 PCle lanes, 2 QP!
' ! ' ! links per sockg '

E5 v2 2S w/3 Native DDR3, 20 PCle E5 v2 2S w/4 Native DDR3, 40 PCle
lanes, 1 QPI link per socket lanes, 2 QP! links per socket

Brickland platform: EX (48xx/88xx v2) platform options

E7 v2 4S w/8 Native DDR3 through Memory eXtension Buffer

chips (MXB) E7 v2 8S processors and QP! link connectivity shown only
32 PCle lanes, 3 QR

E7-88xx vZ

o

E/-88xxv2

E7-88xxv2




4.1 Overview of the Purley platform (5b)

Different kind of attaching memory in EN/EP vs. EX servers (from Nehalem to Broadwell)

Attaching memory to Intel's servers
I

ﬁ

Direct attaching memory to EN/EP servers Indirect attaching memory to EX servers

Attaching up to 4 standard DDR memory channels Attaching 8 standard DDR memory channels via
directly to to processor die 4 low line count serial or proprietary 64-bit parallel
channels (SMI) with memory buffers, while
two standard DDR memory channels
can be connected to each memory buffer (SMB)

2x4 SMI2
channels PClIe 3.0

T
TR

PCIe 3.0 | 4xpPCle2

C602] PCH

(Patsburg J) Mg

Figure: Sandy Bridge-EP based server [142] Figure: Part of a Broadwell-EX based server



4.1 Overview of the Purley platform (6)

Reducing the diversity of the implementation of Intel's server lines by the Skylake-SP
processor line in 2017:

It is achieved by unifying the processor implementations of the 2S, 4S and 8S configurations,
as indicated in the following figure.



4.1 Overview of the Purley platform (7)

Unifying the processor implementations of the 2S, 4S and 8S configurations [139]

2S Configurations

4S Configurations

8S Configuration

EHEe> quundp +—>| i
[ L d
= b SKL [
=2 S intel®” - iz
Ee> _uPl <+ B
= LD <> il
—— /]
DMILZ}'L‘“—m x4, m
3x16 3x16
PCle* 1x1006 PCle* 1x1006

Intel® OP Fabric Intel® OP Fabric

(2S-2UPI & 25-3UPI shown)

LBG: Lewisburg (PCH)
OP: OmniPath

3x16
PCle*

(4S-2UPI & 4S-3UPI shown)

12




4.1 Overview of the Purley platform (8)

Diversification of the existing performance categories -1

Instead of the existing E5 and E7 performance categories Intel introduced 4 different
performance series, designated as follows:

 Platinum
- Gold

 Silver and
* Bronze



4.1 Overview of the Purley platform (9)

Diversification of the existing performance categories -2 [139]

XEON' |}

Intel® Xeon® Processor E7
Targeted at mission critical
applications that value a scale-up
system with leadership memory
capacity and advanced RAS

2016

Brickland Platform

E7-4800 v4

E7-8800 v4

-
|

XEON™ ||

inside
N .

Intel® Xeon® Processor E5
Targeted at a wide variety of
applications that value a balanced
system with leadership
performance/watt/$

Grantley-EP Platform

E5-4600 v4 (4S)

ﬂ E5-2600 v4

Purley Platform

Skylake Cascade
Lake

INTEL" XEON" PLATINUM

INTELXEON GOLD

INTELXEONSSILVER
INTEL XEON BRONZE

CONVERGED PLATFORM WITH INNOVATIVE SKYLAKE-SP MICROARCHITECTURE



4.1 Overview of the Purley platform (10)

Main features of the Platinum, Gold, Silver and Bronze series [143]
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4.1 Overview of the Purley platform (11)

New model nhumbering for the Skylake-SP processor line [140]

—
@mm@

Intel® Xeon® processor

E7 Family (4/8s+) Immﬂﬂﬂ
Intel® Xeon®
e 000088 ==

Integrations and Optimizations
(if applicable)

» F=Fabric

« T = High Tcase/Extended Reliability

Memory Capacity

+ No Suffix = 768GB per socket
* M= 1.5TB per socket

Processor SKU
« (ex. 20, 34..)

SKU Level
8 = Platinum
6, 5 = Gold
4 = Silver

3 = Bronze

Processor Generation
1 = 15 Gen (Skylake-SP)



4.1 Overview of the Purley platform (12)

Supported platform topologies - ranging from 2S to 8S [139]

2S Configurations

4S Configurations

8S Configuration

1
L[]

111113

1

DML,

SKL

i {

3x16

qunnp

< .

Vintel®”

LN

L4

PCle" 1x1006
Intel* OP Fabric

- :
x4:i m

3x16

PCle* 1x1006
Intel® OP Fabric

(25-2UPI & 25-3UPI shown)

LBG: Lewisburg (PCH)
OP: OmniPath

3x16
PCle*

(4S-2UPI & 4S-3UPI shown)

1




4.1 Overview of the Purley platform (13)

Example: 2S server Skylake-SP configuration [139]

3x16 PCle* . 3x16 PCle
Gen3 i 2fr3el UPL ..., Gen3

Skylake-SP
CPU

=5 =
1x 100Gb OPA seoosess! 1x 100Gb OPA
Fabric Fabric

e i

OPA VRs
Lewisburg PCH Mem VRs

USB3
PCle3
» SATA3

Intel® QAT ME
. IE
4x10GDbE NIC

High
Speed IO
|_GPIO__

Firmware

eSPI/LPC

TPM: Trusted Platform Module Firmware

BMC: Baseboard Management Controller PCH: Intel® Platform Controller Hub IE: Innovation Engine
Intel® OPA: Intel® Omni-Path Architecture Intel QAT: Intel® QuickAssist Technology ME: Manageability Engine
NIC: Network Interface Controller VMD: Volume Management Device NTB: Non-Transparent Bridge



4.1 Overview of the Purley platform (14)

Example: Mainboard of a 2S server based on Skylake-SP processors [144]




4.1 Overview of the Purley platform (15)

IPC improvement in Intel's Core 2 family (Core 2 to Skylake) [146]
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4.1 Overview of the Purley platform (16)

Single-thread performance improvement in Intel's 2S servers [146]
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4.1 Overview of the Purley platform (17)

Multi-thread integer performance (throughput) improvement in Intel's 2S server lines
[147]

General Server Application Proxy \
(Estimated SPECint* rate_base2006) - 41 X -

Higher is better _—
2006 2007 2008 2009 2010 2012 2013 2014 2016 2017
Woodcrest  Clovertown  Harpertown Nehalem Westmere  Sandy Bridge  Ivy Bridge Haswell Broadwell Skylake



4.1 Overview of the Purley platform (18)

Benchmark results published by Intel for running the Cinebench R35 benchmark [147]

¢
28 cores |
~8700 $ :

Xeon E5-2697 vd x 2
Core i7-7900X

Core i7-6950X

/
8 cores |
~450 $ {

Core i7-5960X

Cinebench R15
3D Rendering
Single and Multi-Threaded Tests
(Higher Scores = Better Performance
. — _' o — ‘_ I I SO R S —— _. _______ -
n 165 ' 1 :
| — — — ' — 622“8. '
1139 | !
4629 : E
1312 | ! | | I
1 1001 3001 4001 5001 6001 7001

£ Single Threaded

O Multi Threaded



4.1 Overview of the Purley platform (19)

Benchmark result published by AMD for running molecular dynamics [148]

A‘ NAMD Molecular Dynamics 2.10

nsldays, higher is better

32 cores

28 cores

Dual Xeon E5-2699v4 2.2

0 06 12 18 24 3 36 42 48 54 6



4.2 The Skylake-SP (Xeon x100) 25/4S/8S processor line



4.2.1 Overview



4.2.1 Overview (1)

Model nhumbering for the Skylake-SP processor line [140]

@mm@

Intel® Xeon® processor

E7 Family (4/8s+) Immﬂﬂﬂ
Intel® Xeon®
e nnnnng

Integrations and Optimizations
(if applicable)

» F=Fabric
« T = High Tcase/Extended Reliability

Memory Capacity

+ No Suffix = 768GB per socket
* M= 1.5TB per socket

Processor SKU
« (ex. 20, 34..)

SKU Level
8 = Platinum
6, 5 = Gold
4 = Silver

3 = Bronze

Processor Generation
1 = 15 Gen (Skylake-SP)




4.2.1 Overview (2)

Up to 28 cores [139]

Broadwell EX 24-core die Skylake-SP 28-core die

0 - . U -
Link o
RICS! | R2PC | “
- -
SKX Corn SKX Coro KX Core S¥X Corm
om0 v b b e
- O C
Cors | Cavm | O !.I.C G
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KX Corn SKX Coro KX Core S¥X Corn
Com |57 vl b B 0 s
Com|Tr vl B [ bt KX Core SKX Coee 5K €ore KX Carn
cor|m SEELE] (B0 =
Cora| =~ cowe| e | | LLe [came SKX Core | I SKX Core SKX Core | I 55X Care - 5kX Coeo
.~ e 3 - & L
. -
= [
KX Cor SKX Core 5K £ore KX Carm SKX Coro

AR [T il FERER === CHA ~ Caching and Home Agent ; SF = Snoop Fitter; LLC - Last Level Cache;
Mans Ctir — Mam Ctir | SKX Core = Siylake Server Core; UPI = intel® UltraPath Interconnect



4.2.1 Overview (3)

Main features of the Skylake-SP Platinum, Gold, Silver and Bronze series [149]

e Intel® Xeon® Intel® Xeon® Intel® Xeon® Intel® Xeon® latinum N\
i Bronze Processor Silver Processor Gold Processor Gold Processor Processor \
(3100 Series) (4100 Series) (5100 Series) (6100 Series) (8100 Series)
PERVASIVE PERFORMANCE AND SECURITY
| Highest Core Count Supported 8 cores 12 cores 14 cores 22 cores 28 cores
. |
: R . : 1.7 GHz 2.2 GHz 3.6 GHz 3.4 GHz 3.6 GHz
| HighestSupportea frequency (BC/85W) (10C/85W) (4C/105W) (6C/115W) (4C/105W) |
| Number of CPU Sockets Supported Upto 2 Upto 2 Upto 4 Upto 4 Upto 8 |
| Intel® Ultra Path Interconnect (UPI) 2 2 2l 3 3 )

Miel"UPLSpeed m o WOGTLE o o m OGO 104G o . JQAGT/s o o — 10.4GL5

Intel® Advanced Vector Extensions

512 (AVX-512) 1 FMA 1 FMA 1 FMA 2 FMA 2 FMA
Memory Speed Support (DDR4) 2133 MHz 2400 MHz 2400 MHz 2666 MHz 2666 MHz
Highest Memory Capacity =

Supported Per Socket 768 GB 768 GB 768 GB 768 GB, 1.5 TB 768 GB, 1.5 TB
Intel® Omni-Path Architecture

(Discrete PCle* card) - . 2 2 >
Intel® QuickAssist Technology = o = - ~
(lntegrated in (;hip?-&*l)

Intel® QuickAssist Technology

(Discrete PCle card) = . - . >
Intel® Optane™ Technology-based

SSDs (3D XPoint™) S > > = e
Intel® SSD Data Center Family (3D . i

NAND) L4 @ 3
PCle 3.0 (48 lanes) e ° ° ° o
Intel® QuickData Technology o - o s -
(CBDMA)

Non-Transparent Bridge (NTB) ° © © ° o
Intel® Turbo Boost Technology 2.0 @ ° ° B
Intel® Hyper-Threading Technology ° o ° o
Node Controller Support ° o
Intel® Omni-Path Architecture & A

(Integrated)

HIGH RELIABILITY



4.2.1 Overview (4)

Up to four lineups in all four series (Platinum, Gold, Silver, Bronze) [146]

Highly flexible offerings optimized to
address broadest array of workloads

Four primary SKU lineups:
1. Optimized for per core performance
2. Balanced, energy efficient perf/W
3. Extended life (NEBS compliant)
4. Integrated Intel® Omni-Path

New 205W SKUs:
* e.g.8180 hits 2.5 GHz at 28 cores

Great high frequency options:
* e.g.6144 w/ 8 cores at 3.5 GHz base
» SKUs w/ add'l cache per core vs. default

NEBS compliant [150]:

NEBS (Network Equipment Building System) is a standard originating from Bell.
It consists of various engineering requirements deemed essential to the reliability, availability
and durability of equipment.



4.2.1 Overview (5)
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4.2.1 Overview (6)

Die configurations - XCC die (up to 28 cores) [139]

( _—e——— A\ 1xX16/2x8/4x4 _—e———— A
2xUPIX20@ |  1x16/2x8/4x4 PCle @ 8GT/s ( 1x UPIx20 @ I 1x16/2x8/4x4
| 10.4GT/s : PCle @ 8GT/s x4 DMI I 10.4GT/s PCle @ 8GT/s
|
l I
| N ]
P O = D F 0 O - g P O . 3
D p 5
Core Core Core Core Core
3 8
O A . CHA/SF/LLC CHA/SF/LLC ©
~N . o~
< <
& &
=) Core Core Core Core (=
& 5
Core Core Core Core Core
CHA/SF/LLC CHA/SF/LLC CHA/SF/LLC CHA/SF/LLC CHA/SF/LLC CHA/SF/LLC
&
Core Core Core Core Core Core
CHA/SFH/LLC CHA/SF/LLC CHA/SF/LLC CHA/SF/LLC
e HimiEi Wil
Core Core Core Core Core Core

CHA — Caching and Home Agent ; SF - Snoop Filter; LLC— Last Level Cache;
Core — Skylake-SP Core; UPI — Intel® UltraPath Interconnect



4.2.1 Overview (7)

Die configurations - HCC die (up to 18 cores) [139]

3x DDR4 2667

/ -_— = = = \ 1x16/2x8/4x4
| 2xUPIx20@ 1x16/2x8/4x4 PCle @ 8GT/s 1x16/2x8/4x4
. 10.4GT/s I PCle @ 8GT/s x4 DMI PCle @ 8GT/s
|
' I
P O P D P D P O
D
t 4|
CHA/SF/LLC A . CHA/SF/LLC
» A
Core Core Core Core
An 1N DDR4

DDR4

¢ |

Core Core Core Core
" 4|

Core Core Core Core

CHA/SF/LLC

CHA/SF/LLC

Core

Core

Core

Core

CHA — Cachingand Home Agent ; SF— Snoop Filter ; LLC — Last Level Cache ;
Core — Skylake -SP Core; UPI — Intel® UltraPath Interconnect

3x DDR4 2667



4.2.1 Overview (8)

Die configurations - LCC die (up to 10 cores) [139]

3x DDR4 2667

(
!
!
!

2x UPI x 20 @\ 1x16/2x8/4x4
10.4GT/s I PCle @ 8GT/s
!
l
— Cd
D . D . 5

W CHA /SF/LLC CHA /SF/LLC

1x16/2x8/4x4
PCle @ 8GT/s 1x16/2x8/4x4
x4 DMI PCle @ 8GT/s

~

Core Core

DDR4

DDR4

Core Core

CHA /SF/LLC CHA /SF/LLC DDR4
DDR4

Core

DDR4

Core DDR4

Core Core

Core Core

A
.

CHA - Caching and Home Agent  ; SF — Snoop Filter ; LLC — Last Level Cache ;
Core — Skylake -SP Core ; UPI — Intel® UltraPath Interconnect

3x DDR4 2667



4.2.1 Overview (9)
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4.2.1 Overview (10)

The Skylake-SP HCC die (18 cores) [152]




4.2.1 Overview (10b)

Expected die sizes [155]

Lavout Arrangement Dimensions Die Area
Y 9 (mm) (mm2)
LCC e 22.0x 14.0 308 mm?
(10-core)

HCC AX3 22.0x21.5 473 mm?
(18-core)

XCC 2uie 21.5x31.5 677 mm?
(28-core) ' '

Note

Intel does not give any more die are figures, above data are estimates from [155].



4.2.1 Overview (11)

High-level overview of the microarchitecture of a Skylake-SP core [139]

32KB L1 1% Pre decode Decoders

Branch Prediction Unit

T — —— — =—'—“::-“"_—=‘ Allocate/Rename/Retire

(W N L L B — R -

In order

Scheduler

________________

Load Data 2

9 i ALU ALU : Load Data 3 Memory Control
—28  Shift Shift |
§ DV :




Out-of-order
Window ,
In-flight Loads +
Stores

Scheduler Entries
Registers —
Integer + FP

Allocation Queue
L1D BW (B/Cyc) -
Load + Store

L2 Unified TLB

Out-of-order Window: ROB
TLB: Translation Lookaside Buffer

4.2.1 Overview (12)

Quantitative improvements of the Skylake-SP microarchitecture vs. the previous one [139

Broadwell Skylake
uArch uArch
192 224
72 +42 72 + 56
60 | 97
168 + 168 180 + 168

56 64 /thread
64 + 32 128 + 64
: 4K+2M: 1536
4K+2M: 1024 1G: 16



4.2.2 Key innovations of the Skylake-SP processor line - Overview



4.2.2 Key innovations of the Skylake-SP processor line - Overview (1)

Contrasting key features of the Broadwell-EX and the Skylake-SP processors [153], [139]

Broadwell-EX
4 Channels SMI 8 channels DDR3/4

—

BROADWELL-EX
3x QP11

32 Lanes PCle* 3.0

Skylake-SP

6 Channels DDR4

DDR4

DDR4

DDR4

DDR4

DDR4

DDR4

48 Lanes
PCle* 3.0

Omni-Path HFI

2 or 3 UPI




4.2.2 Key innovations of the Skylake-SP processor line - Overview (2)

New Skylake-SP features [154]

Integrated Fabric

New Skylake

iInte* Omni-Path Architecture

Server Feature

Up to 28 Cores

- New feature

Power Management

Per Core P-State (PCPS)

Uncore Frequency Scaling (UFS)
Energy Efficient Turbo (EET)

On die PMAX detection (NEW)

intel® Speed Shift Technology (HWP)
(NEW)

Memory Technology.
6xDOR4 channels
2133, 2400, 2666 MT/s

Rebalanced Cache Hierarchy
Increased MLC
1.375 MB Last Level Cache/Core

Intel® AVX-512

intel® UP



4.2.2 Key innovations of the Skylake-SP processor line - Overview (3)

Key innovations of the Skylake-SP processor line discussed

AVX512

Re-architected L2/L3 cache hierarchy

6 direct attached DDR4 memory channels

Mesh architecture

UPI (Ultra Path Interconnect)

In-package integrated OmniPath host fabric interface
New socket

Q"0 Q0T



a) AVX512



a) AVX512

Evolution of Intel's SIMD extensions

Processor SIMD SIMD

SSE
SSE2
AVX
AVX2
AVX512

1997
1999
2000
2011
2013
2017

Pentium MMX
Pentium III
Pentium 4

Sandy Bridge

Haswell

Skylake-SP

350 nm
250 nm
180 nm
32 nm
22 nm

14 nm

MM [0:7]t
XMM [0:7]
XMM [0:15]
YMM [0:15]
YMM [0:15]
ZMM [0:31]

8x64 bit
8x128 bit
16x128 bit
16x256 bit
16x256 bit
32x512 bit

IThe MM registers are aliased with the mantissa part of the FP registers

FX SIMD
FX/FP SIMD
FX/FP SIMD

FP SIMD
FX/FP SIMD
FX/FP SIMD



Extension of the available SIMD register space [155]

zmmO0..zmm31 mm0O0..ymm15 xmmO..xmm?7

SSE 8
AVX
SSE - 1A64 16

AVX512
32

256 256 128 0



Evolution of the SP/FP and DP/FP performance in Intel's Core 2 lines [139]

Skylake Intel® AVX-512 & FMA
Haswell / Broadwell Intel AVX2 & FMA 32 16
Sandybridge Intel AVX (256b) 16 8

Nehalem SSE (128b) 8 4



Different versions of the AVX512 instruction set [155] Source: Intel SDE 8.40 (2017-06-01)

CannonlLake el Knights Mill
SkyLake Xeon Knights
Core-X / Landing
AVX512VBMI Al AVXS512F AVX512ER VX512 IEMAES
AVX512IFMA i AVX512CD AVX512PF AVX512_4VNNIW
AVX512VL AVX512VPOPCNTDQ

AVX-512-F: Foundation instructions

AVX-512-CD: Conflict Detect (loop vectorization with possible conflicts)
AVX-512-BW: Support for 512-bit Word support

AVX-512-DQ: More instructions for double/quad math operations
AVX-512-VL: Foundation plus <512-bit vector length support
AVX-512-ER: Exponential and Reciprocal

AVX-512-IFMA: Integer Fused Multiply Add with 52-bit precision
AVX-512-PF: Prefetch Instructions

AVX-512-VBMI: Vector Byte Manipulation Instructions
AVX-512-4VNNIW: Vector Neural Network Instructions Word (variable precision)
AVX-512-4FMAPS: Fused Multiply Accumulation Packed Single precision



Implementation of AVX512 in Skylake-SP [139]
Skylake-SP core builds on Skylake core with features architected for data center usage

« Intel® AVX-512 implemented with Port 0/1 fused to a single 512b execution unit

* Port5is extended to full 512b to add second FMA outside of Skylake core

==

ALU
:
| FMA FMA
YH ALU ALU
> BED Shift
1 DIV
[ = — - -




Reduced turbo frequencies while running AVX code [139]

« Cores running non-AVX, Intel® AVX2 light/heavy, and
Intel® AVX-512 light/heavy code have different turbo
frequency limits

Mixed Workloads

Non-AVX_Turbo -
* Frequency of each core is determined independently | ., AVXé-Turbo
based on workload demand § AVX512_Turbo "
£ non-avi eace | AP
SSE AVX2 Base <
AVX2-Light (without FP & int-mul) Non-AVX All Core Turbo AVX512_Base

AVX2-Heavy (FP & int-mul)

AVX512-Light (without FP & int-mul) AVX2 All Core Turbo

AVX512-Heavy (FP & int-mul) AVX512 All Core Turbo

Cores

IEZEE Cores using AVX-512
Cores using AVX2

[:] Cores not using AVX

Note that turbo frequency limits are controlled on a per core basis.




Performance increase over SIMD generations [139]

GFLOPs, System Power

3500
3000
2500
2000
1500
1000

500

3.1

SSE4.2

N GFLOPs

LINPACK Performance

AVX

Power (W)

3259

AVX2 AVX512

el Frequency (GHz)

© o =
&)}

Core Frequency



b) Re-architected L2/L3 cache hierarchy



b) Re-architected L2/L3 cache hierarchy (1)

b) Re-architected L2/L3 cache hierarchy [139]

Previous Architectures Skylake-SP Architecture

Shared L3
Shared L3 1.375MB/core
2.5MB/core (non-inclusive)
(inclusive)

L2 L2 L2

1MB private 1MB private 1MB private
L2 12 L2 (1MB private) @ (1MB private) (1MB private)
(256KB private) (256KB private) (256KB private)

Core Core Core Core Core Core

+ On-chip cache balance shifted from shared-distributed (prior architectures) to private-local (Skylake architecture):
+ Shared-distributed = shared-distributed L3 is primary cache
*+ Private-local = private L2 becomes primary cache with shared L3 used as overflow cache

* Shared L3 changed from inclusive to non-inclusive:
+ Inclusive (prior architectures) = L3 has copies of all lines in L2
* Non-inclusive (Skylake architecture) = lines in L2 may not exist in L3



b) Re-architected L2/L3 cache hierarchy (2)

Changing the L3 cache inclusion policy from inclusive to non-inclusive -1

Cache inclusion policies between subsequent levels of a cache hierarchy

| T

Inclusive cache levels Non-inclusive cache levels Exclusive cache-levels
(Victim cache)

If the cache levels are inclusive, In non-inclusive cache levels If the cache levels are exclusive,
the higher cache level includes the fact that a line is in level i a data item (in fact a cache line)
the content of the underneath does not imply that it is also is contained either in the

cache level, in level i+1. higher or in the lower level
E.g. an inclusive L3 cache cache, but never in both.
contains the content of the
L2 cache
Li \ Li \ Li \
Li+1 Li+1 Li+1

Li r




b) Re-architected L2/L3 cache hierarchy (3)

Assessing and use of cache inclusion policies

Cache inclusion policies between subsequent levels of a cache hierarchy

| T

Inclusive cache levels Non-inclusive cache levels Exclusive cache-levels
(Victim cache)

Benefit
Inclusive cache levels reduce Non-inclusive cache levels Benefit of an exclusive cache
the snoop traffic, seem to provide an efficient levels is the efficient use of the
since in this case only the higher cache use. cache space.

cache level needs to be snooped.

Drawback
Their drawback is the not efficient They need a more complex Their drawback is that they
use of the cache space. cache coherency protocol. increase the snoop traffic
since in this case both
cache levels need to be
snooped.
Examples
Intel's L3 caches in their Intel's L2 caches in their AMD's L2 caches in their
Haswell to Skylake lines Pentium 4 and Core 2 based lines Athlon (K6) and Opteron

Intel's L3 cache in their based lines

Skylake-SP line %



b) Re-architected L2/L3 cache hierarchy (4)

Inclusion policies of cache hierarchies in Intel's Core 2 lines [156]

Core 2/ Shared
Penryn Non-inclusive
Nehalem/ Private Shared
Westmere Non-inclusive Inclusive
Sandy Bridge/ Private Shargd
Ivy Bridge Non-inclusive el LT
Sliced
Haswell Private Shargd Shared
) ) Inclusive ) .
Broadwell Non-inclusive? . Non-inclusive
Sliced
Skylake/ Private Shared Shared
Kaby Lake Non-inclusive? e T Non-inclusive
' Sliced
Private Shared
- -i i 2?
Skylake-SP Non-inclusive Non-inclusive 7
Sliced

All caches are write-back caches (WB) (except of the L1 Instruction cache).
L3 cache tags show which L1 and/or L2 caches hold the cache line



b) Re-architected L2/L3 cache hierarchy (5)

Changing the L3 cache inclusion policy from inclusive to non-inclusive -1

« In the previous Skylake generation the inclusive L3 cache amounts to up to 2.5 MB/core
whereas the private L2 cache to 0.25 MB core and the L2 cache needs only about 10 %
of the L3 cache space.

« By contrast, the Skylake-SP processor has an L3 cache of only 1.375 MB/core whereas
the private L2 caches amount to 1 MB/core.

« Consequently, in the Skylake-SP processor the inclusive cache policy could not be used for
the L3 cache, it had to be modified to the non-inclusive policy since then the L2 cache
content is only partly included in the L3 cache.



b) Re-architected L2/L3 cache hierarchy (6)

Non-inclusive vs. inclusive L3 [139]

Non-Inclusive L3

) (Skylake-SP architecture)
Inclusive L3

(prior architectures) Private

Shared

2.5 MB
L3 13

1.375 MB

1. Memory reads fill directly to the L2,

no longer to both the L2 and L3

. When a L2 line needs to be removed,

both modified and unmodified lines
are written back

. Data shared across cores are copied

into the L3 for servicing future L2
misses

Cache hierarchy architected and
optimized for data center use cases:

= Virtualized use cases get larger private

L2 cache free from interference

Multithreaded workloads can operate
on larger data per thread (due to
increased L2 size) and reduce uncore
activity




b) Re-architected L2/L3 cache hierarchy (7)

Cache misses in the Skylake-SP processor vs. the previous Broadwell-EP line -1 [139]

Relative Change in L2 and L3 Misses Per Instruction for SPECint*_rate
2006 from Broadwell-EP to Skylake-SP Skylake_sp

mRelative L2 MPI  mRelative L3 MPI cache hierarchy
significantly
reduces L2

misses without

Increasing L3

Lower is better

o o o o o
L= N - LI ==
%, I
%_

misses
R & compared to
& eS‘ b’9 & ‘0 '\pm \5" @‘b '\”’ b?" $° 9560 e?
o & @ F g W & S Broadwell-EP
oo o K &
&'

MPI: Misses Per Instruction



b) Re-architected L2/L3 cache hierarchy (8)

Cache misses in the Skylake-SP processor vs. the previous Broadwell-EP line-2 [139]

Relative Change in L2 and L3 Misses Per Instruction for SPECfp*_rate
2006 from Broadwell-EP to Skylake-SP Skylake_sp
HRelative L2 MPI  mRelative L3 MPI CaCh e h|e ra I’Chy
. ’ significantly
= 10 reduces L2
Rl
H o | | I I increasing L3
y | | _ misses
S RP S LA E P ¢ ¢ | comparedto
¢ "Qf & @}"“" ,;f “‘:q@*‘ S g;""c?b‘&’ W @"5‘" @359& Broadwell-EP
g > c;gé*

MPI: Misses Per Instruction



b) Re-architected L2/L3 cache hierarchy (9)

Skylake-SP's vs. Broadwell-EP cache latencies [139]

Lower is better

LATENCY (NS)

- -
- =

| I
LT CACHE

CPU CACHE LATENCY

M Broadwell-EP  m Skylake-SP

o
* ™
m

L2 CACHE

18
19.5

L3 CACHE (AVG)

Skylake-SP L2
cache latency has
increased by 2
cycles for a 4x
larger L2

Skylake-SP
achieves good L3
cache latency
even with larger
core count




b) Re-architected L2/L3 cache hierarchy (10)

Example cache parameters of Intel's Skylake microarchitecture [156]

Cache Parameters of the Skylake Microarchitecture

Capacity / Line Size | Fastest Peak Bandwidth | Sustained Bandwidth | Update
Level Associativity | (bytes) Latnann:j,r'I (bytes/cyc) (bytes/cyc) Policy
First Level Data | 32 KB/ 8 64 4 cycle 96 (2x32B Load + | ~81 Writeback

1*32B Store)

Instruction 32 KB/8 64 N/A N/A N/A N/A
Second Level 256KB/4 64 12 cycle B4 ~29 Writeback
Third Level Upto2MB |64 44 32 ~18 Writeback
(Shared L3) per core/Up

to 16 ways

1Software-visible latency will vary depending on access pattern and other factors




c) 6 direct attached DDR4 memory channels



c) 6 direct attached DDR4 memory channels (1)

c) 6 direct attached DDR4 memory channels

{
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!

Note that this kind of DRAM attachment is greatly different from that implemented in the
previous Brickland 4S5/8S platform.

6 Channels DDR4 \

DDR4

DDR4

DDR4

DDR4

DDR4

DDR4

48 Lanes
PCle* 3.0

Omni-Path HFI

2 or 3 UPI




c) 6 direct attached DDR4 memory channels (2)

Attaching memory to Intel's servers (from Nehalem to Broadwell based servers) -2

Attaching memory to Intel's servers

/\

Direct attaching memory to EN/EP servers Indirect attaching memory to EX servers
(EN: Entry level, EP: Efficient performance) (EX: Extendable (high-end))

Attaching up to 4 standard DDR memory channels Attaching 8 standard DDR memory channels via
direct to to processor die 4 low line count serial or proprietary 64-bit parallel
channels (SMI) with memory buffers, while
two standard DDR memory channels
can be connected to each memory buffer (SMB)

2x4 SMI2
channels PClIe 3.0

T
TR

PCle 3.0 | 4xpCle2

C602] PCH

(Patsburg J) Mg

Figure: Sandy Bridge-EP based server [142] Figure: Part of a Broadwell-EX based server



c) 6 direct attached DDR4 memory channels (3)

Attaching memory to Intel's EP servers

Line

Nehalem-EP
Westmere-EP
Sandy Bridge-EP
Ivy Bridge-EP
Haswell-EP

Broadwell-EP

E55xx

E5600
E5-26xx
E5-46xx

E5-26xx v2
E5 46xx v2

E5-26xx v3
E5-46xx v3

E5-26xx v4
E5-46xx v4

2C-4C

2C-6C
2C-8C
4C-8C

4C-12C
4C-12C

4C-18C
6C-18C

4C-22C

10C-22C

No. of

memory
channels

3xDDR3

3xDDR3

4xDDR3

4xDDR3

4xDDR4

4xDDR4

Kind of
attachment

Direct
attached
standard
DDR3 or

DDR4
memory
channels

LGA
1366

LGA
1366

LGA
2011

LGA
2011

LGA
2011-3

LGA
2011-3

2009

2010

2012

2013
2014
2014
2015

2016



c) 6 direct attached DDR4 memory channels (4)

Attaching memory to Intel's EX servers

I No. of mem.

. Kind of
Line I channels/ attachment
socket
E6500 (2S) . I 4 low line count LGA
Nehalem-EX 8C 8xDDR3 2010
E75xx 45/8S) : | serial channels (SMI) 1567
E7-2800 : I with mem. buffers, =
Westmere-EX ~ E7-4800 10C | 8xDDR3 | 2DDR3channels/  '5A 5013
E7-8800 : | mem. buffer
I
E7-28xx v2 ' I 4 low line count LGA
Ivy Bridge-EX E7-48xx v2 15c | 8xDDR3 | proprietary 2011-1 2014
E7-88xx v2 : | 64-bit parallel
) I channels (SMI2) with
Haswell-EX E;_ggx Xg igg | 8xDDR3/4 | memory buffers, zcl)ﬁA- , 2015
| I 2 DDR3/4 channels/
i E7-48xx v4 16C | mem. buffer LGA
Broadwell-EX E7-88xx V4 22C : 8xDDR3/4 2011-1 2016



c) 6 direct attached DDR4 memory channels (5)

Attaching memory to Intel's servers (from Nehalem to Broadwell based servers) -1

Attaching memory to Intel's servers
I

/\

Direct attaching memory Indirect attaching memory to EX servers
Intel's EN/EP servers Intel's EX servers

_—

Intel's Skylake-SP
(actually EX type) servers

(No conversions needed)



c) 6 direct attached DDR4 memory channels (6)

Sockets for direct attaching standard DDR memory channels to Intel's processors

Skylake-SP
(up to 28 cores)

Broadwell-EP
(up to 22 cores)

Westmere-EP

P965 GMCH (up to 6 cores)
for Core 2
2
(2 cores) - T
(lntel) |
Xeon® 5600
34x34 mm 45x42.5 mm 58.5x51.0 mm 76x56 mm
BGA 1226 LGA 1366 LGA 2011-3 LGA 3647
2xDDR2 standard 3xDDR3 standard 2x2 DDR4 standard 2x3 DDR4 standard
mem. channels mem. channels mem. channels mem. channels
on MCH ONn processors (2 on both side) (3 on both side)

Note that physical/electrical constraints limit the number of attachable memory channels
Source of the pictures [144]



c) 6 direct attached DDR4 memory channels (7)

Pin counts of SDRAM to

DDR4 DIMMs

All these DIMMs
are 8-byte wide.

SDRAM
(SDR)

DDR

DDR2

DDR3

DDRA4

' Kingston®

YC- V133/128
‘E

Waranty ¥ id t Ramovad : : 4 : \ 1 68_ pl n

184-pin
S S, RS i
LN f SR 240- pin
3 't ; ot i o
240-pin

DDR4-2400 8GB U-DIMM
B128 BIC CL 16.0 {1,2V)

L P/N: ADCIOGE-MATP v | S ~ . . .
TewMOS G TIDETANS291007 ; . _ ¥ . Ly SERe 284_p|n
WO g . : . k2

yrget s & 8goersy ) 2

Mew o lreee

Ste *

DL



c) 6 direct attached DDR4 memory channels (8)

Implementation of the memory subsystem -1 [139]

« 2 memory controllers with 3 channels each resulting in 6 DDR channels.
« Support of DDR4-2666, 2 DIMMs per channel

1x16/2x8/4x4
2x UPI x20 @ 1x16/2x8/4x4 PCle@ 8GT/s 1x16/2x8/4x4
10.4GT/s PCle @ 8GT/s x4 DMI PCle @ 8GT/s

PCle* x16 PCle x16 PCle x16
DMI x4

CBDMA

CHA/SHLLC CHA/SFHLLC CHA/SF/LLC
4
Core Core Core Core

DI IR T
2 :
s B
2‘ > Core Core
m

w
1
7 -

Core Core Core Core

3x DDR4-2666

Figure: The memory subsystem [139]



c) 6 direct attached DDR4 memory channels (9)

Implementation of the memory subsystem -2 [146]

« Upto 1.5 TB memory capacity per socket, assuming 2 128 GB DIMMs.
« > 60 % increase in memory bandwidth per socket compared to Xeon E5 v4 (Broadwell-EP)



d) Mesh architecture



d) Mesh architecture (1)

d) Mesh architecture [143]

Mesh Architecture

3x UPI Links 3x16 PCle Gen3

Ring Architecture a

2X16,1%8 PCle Gen3
o

Xeon Xeon

o T

Xeon

Xeon Xeon

w
=
O
o
el
>
()
=¥
o
S
3
8
w

SjpuueYy) vyaa X€

Xeon Xeon Xeon Xeon

2009-2017+
New in 2017




Broadwell EX 24-core die

d) Mesh architecture (2)

Broadwell-EX's ring architecture vs. Skylake-SP's mesh architecture [139]

Skylake-SP 28-core die

ZxUPI x20

IxUPIx20

u
[ ]
CHAJSFILLC CHAJSF/LLC CHA/SFILLC CHAJSF(LLC CHA/SFLLC
SKX Core SKX Core SKX Core SKX Core SKX Core
CHAJSFILLC CHAJSF/LLC CHA/SFILLC CHAJSF(LLC
SKX Core SKX Core SKX Core SKX Core
CHASSFLLC CHAJSFILLC CHAJSF/LLC CHA/SFILLC CHAJSF(LLC CHA/SFLLC
core |5 il e Al e 5 |core| | core| G20 b i v W oA | eere KX Core SKX Core SKX Core SKX Care SKX Core SKX Core
o3 Iy =
I-'L-'i CHASSFLLC CHAJSFILLC CHAJSF/LLC CHA/SFILLC CHAJSF(LLC CHA/SFLLC
"
Core | === L::hn sl-;!ﬁi ylfbi Tm. e (core| |core| S n.::i:. H;ni u|-_l|‘_“2 Cache core| ol SKX Core SKX Core SKX Core SKX Core SKX Core SKX Core
- [IIIE [IIIE CHASSFLLC CHAJSFILLC CHAJSF/LLC CHA/SFILLC CHAJSF(LLC CHA/SFLLC
=] [T ——= [T} El [ INININ] NN
= [ 5
A SKX Core SKX Core SKX Core SKX Core SKX Core SKX Core
H Agent - i - §F- ilter: LLC— -
ooR ome Agen oom oo Home Agent oor CHA - Caching and Home Agent ; SF- Snoop Filter; LLC - Last Level Cache;
Mem Cir Mern CHr SKX Core - Skylake Server Core; UPI - Intel® UltraPath Interconnect




d) Mesh architecture (3)

Mesh architecture - more detailed [147]

DDR4
DDR4




d) Mesh architecture (4)

Benefits of the mesh architecture

» Higher performance
* Lower latencies
* Optimized for data sharing



d) Mesh architecture (5)

Interconnection style of Intel’s many core and multi-core processors
Yy

Interconnection style of Intel’s many and multi-core processors

o/\@

Ring architecture Mesh (2D grid) architecture

Sony/Toshiba/IBM Cell (2006): 8 cores

Tile processor (2007): 80 cores
SCC (2010): 48 cores

Larrabee (2009). 24-32 cores (cancelled)
Xeon Phi

Knights Ferry (2010): 32 cores
Knights Corner (2012): 57-61 cores

Nehalem-EX (Beckton) (2010) up to 8 cores

All Sandy Bridge lines (2011) up to 8 cores

All Ivy Bridge lines (from 2012 on) up to 15 cores
to

All Broadwell lines (from 2014 on) up to 24 cores
Skylake (2015) up to 4 cores Xeon Phi
Knights Landing (2016): up to 72 cores

\ Skylake-X (HED) (2017) up to 18 cores

Skylake-SP (2017) up to 28 cores



d) Mesh architecture (6)

Note

While using a ring architecture in their 57 - 61 core Knights Corner processors presumably,
Intel experienced very long and very different latencies for data sharing, this could led the firm
to switch to a mesh architecture in their next Xeon Phi line.

Obviously, a mesh architecture has less different latencies when sharing data between cores than
a ring architecture (see below).

Mesh Architecture

3x UM Links 3x16 PClu Gond

Ring Architecture

2009-2017+

New in 2017

Figure: Contrasting ring and mesh architectures for data sharing between cores [143]
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d) Mesh architecture (7)

The layout of the ring interconnect on the Knights Corner die [157]
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e) UPI (Ultra Path interconnect)



e) UPI (Ultra Path interconnect) (1)

e) UPI (Ultra Path interconnect) [139]

« UPI replaces QPI.
« It provides faster links and improved message efficiency for the data packets, as seen below.

Data Efficiency Idle Power

~~

(per wire) LO LOp LOp
QPI UPI

Figure: Improved data rate of the UPI interconnect vs. QPI {}



f) In-package integrated OmniPath host fabric interface



f) In-package integrated OmniPath host fabric interface (1)

f) In-package integrated OmniPath host fabric interface -1 [146]

Implemented in the F-series of the Skylake-SP line, called also as the Skylake-F series.

Skylake-F |

The F-series are Platinum and Gold level (processors of the Skylake-SP line, as seen below.

with integrated Intel® Omni-Path Architecture Fabric
28C 173W
2.1G [ 8176F |
i 24C 160W
2.4G 2.1G  8160F

16C : 20C 135W
2.6G 6142 2.0G [ 6138F |

12C-19.25M 16C 135W
2.6G  6126F 2.1G 613

Figure: Skylake-SP models with integrated OmniPath host fabric interface [146]



f) In-package integrated OmniPath host fabric interface (2)

In-package integrated OmniPath host fabric interface -2 [146]

It aims at simplifying the implementation of processor clusters.



f) In-package integrated OmniPath host fabric interface (3)

Basic components of a processor cluster [158]

Storage system

Interconnect
fabric
(Switches)

Processor nodes

Figure: Example of a processor cluster [158]

- Interconnect fabrics are used e.g. in processor clusters or supercomputers
+ They interconnect processor nodes and also processor nodes with the storage system.
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f) In-package integrated OmniPath host fabric interface (5)

Possible high speed interconnection technologies

« Ethernet based

* Fibre channels (FC) based
« InfiniBand (IB) based

«  OmniPath based



f) In-package integrated OmniPath host fabric interface (6)

Example: Processor cluster with InfiniBand based interconnect fabric and host and
target channel adapters, called also fabric interfaces [160]

Servers

Host Channel Ada pters \
(HCAs) \

SubnetMer. Interconnect Fabric

InfiniBand Switch
With Subnet Mgr.

S o Target Channel Adapters /

' € (TCAs) _ v




f) In-package integrated OmniPath host fabric interface (7)

Evolution of InfiniBand based high speed interconnect technologies to OmniScale

Infiniband (InfiniBand Trade Association. 1999)

l

TrueScale (Qlogic 2008)
(HPC Enhanced version of InfiniBand)

l

1/2012 Intel acquires QLogic’s TrueScale business

l

At the 2014 International Supercomputing Conference Intel announces both

» Knights Landing and
« the OmniScale interconnect fabric

l

11/2014 Intel renames OmniScale to OmniPath

l

06/2016 Intel's Knights Landing line with in-package integrated OmniPath host channel adapter
07/2017 Intel's Xeon Skylake-SP line with in-package integrated OmniPath host channel adapter



f) In-package integrated OmniPath host fabric interface (8)

Omni-Path Architecture Overview [167]

Node O

Fabric

Manager

-

(Service)
Node y

Node x

Omni-Path Components:

HFI — Host Fabric Interface

Provide fabric connectivity for
compute, service and
management nodes

Switches

Permit creation of various
topologies to connect a scalable
number of endpoints

Fabric Manager

Provides centralized
provisioning and monitoring of
fabric resources



f) In-package integrated OmniPath host fabric interface (9)

Evolution of the implementation of Host Channel Adapters called Host Fabric Interfaces
in OmniPath

Implementation alternatives of the Host Fabric Interfaces (HFI)

| T

Implementation In-package integration On-chip integration
on a separate card (Implementation as a
Multi-Chip Package (MCM))

Host Processor with
Integrated Fabric

Host Processor with
d Fabric

Examples:

Pr e_vious systems 1. Gen. Knights Landing 2. Gen. Knights Landing
with TrueScale with OmniPath HCA with OmniPath HCA

Skylake-F

—*



f) In-package integrated OmniPath host fabric interface (10)

System software needed for an interconnection fabric [161]

Mgmt Work Station s

LAN/
~ WAN

@ Mgmt Node 1

o [
o

Mgmt Node 2

File Sys | , ' ® Login
Server ’ Server

File Sys
Server

LAN/W
Boot : Director Edge i Login AN

Server | Switches  Switches Server

..’I I |

Boot ,

Server

o K N N T

Compute Nodes



g) New socket (LGA 3647)



g) New socket (LGA 3647) (1)

g) New socket (LGA 3647) [144]

Skylake-SP
Xeon Phy x200 (Knights Landing)

LGA 3647
Broadwell-EP

Broadwell-EX

LGA 2011

58.5x51.0 mm 76x56 mm
Broadwell-EP Skylake-SP
2x2 DDR4 standard 2x3 DDR4 standard
mem. channels mem. channels
(2 on both side) (3 on both side)
Broadwell-EX
4 SMI2 serial

memory links



g) New socket (LGA 3647) (2)

Skylake-SP socket with heatsink [144]




g) New socket (LGA 3647) (3)

The Skylake-SP socket vs. the Broadwell-EP socket [144]




=
-

IMC1 3CH

PCI-E X16

PCI-E X4

#3C

PCI-E X4 #3D

RMII/NCSI

LAN3
RTL8211F

RGRMII

BMC Boot Flash

———

PCI-E X16

g) New socket (LGA 3647) (4)

Block diagram of a Skylake-S based 2S server (Supermicro's X11DPT-B) [174]

DORIV: DDR4

PCI-E X16

PCI-E X16

SFI

—

PCI-E X1

UsB 2.0
M‘
ESPI

ESPI
Header

VGA CONN

COM1 ‘
Connecta

Temp Sensor
NC

T7718W

BMC: Baseboard Management Controller
(Part of intelligent Platform Management)

LBG: Lewisburg PCH (C624)




g) New socket (LGA 3647) (5)

Motherboard of a Skylake-S based 2S server (Supermicro's X11DPT-B) [174]
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4.3 The Cascade Lake processor line

4.3.1 Introduction
4.3.2 Key innovations of the Cascade Lake lines
4.3.3 The Cascade Lake-SP line
4.3.4 The Cascade Lake-AP line



4.3.1 Introduction



4.3.1 Introduction (1)

Intel’s Xeon roadmap published in 08/2018 [176] -1

2018
\

CASCADE LAKE

TANM
SHIPPING Q4'18

INTEL OPTANE PERSISTENT
MEMORY

INTEL DLBOOST: VNNI
SECURITY MITIGATIONS

DATA-GENTRIC
INNOVATIONSUMMIT

SNEAK PEEK INTO THE FUTURE

208 2020

| 1anmponmpLaTFORM |
COOPER LAKE ICE LAKE

TANM TO0NM

NEXT GEN INTEL DLBOOST:
BFLOAT16

LEADERSHIP PERFORMANGE




4.3.1 Introduction (2)

Intel’s Xeon roadmap published in 08/2018 [176] -2
Note

« Although the Roadmap doesn’t give a hint whether or not the Cascade Lake line belongs to
the Purley platform, Intel disclosed at Hot Chips 2018 that Cascade Lake is compatible
with the Purley platform [177].

« As key improvements of the 14 nm Cascade Lake line the roadmap points out:

« the VNNI ISA extension for supporting DL (Deep Learning)
« the Optane persistent memory and
« security mitigations.



4.3.2 Key innovations of the Cascade Lake lines



4.3.2 Key innovations of the Cascade Lake lines (1)

4.3.2 Key innovations of the Cascade Lake lines
a) Introduction of the VNNI ISA extension

VNNI (Vector Neural Network Instructions) provide 8 and 16-bit integer operations for
Deep Learning applications.



4.3.2 Key innovations of the Cascade Lake lines (2)

Example: The VNNI-16 (Variable precision Vector Neural Network Instruction) [54]

* Vector Neural Network Instructions

* Variable precision

* Inputs: 16-bit INT srcO [31:0] —
*  Outputs: 32-bit INT
. srci
» Variable precision is best of both worlds
src2

* Same operations/instruction as ‘half precision’
+  2x OPSvs Single Precision

»  Similar output precision for optimal training convergence
* 317 bits of INT32 vs 24 bits of mantissa in FP32

. . . ) Final add withor _ 2
* The obvious trade-off is the associated overhead on handling Without catiration 4

dynamic range in software (fixed precision)

Operation
Dual 16-bit integer operands are multiplied, 32-bit results are added along with the scrO operand.



4.3.2 Key innovations of the Cascade Lake lines (3)

Speeding up the execution of the INT16xINT16 + INT32 operation by VNNI [177]

Al/DL Inference Enhancements on INT16 with VNNI

Xeon Scalable
',/" ‘ AVX-512 2N

OUTPUT
INT32

\. Current AVX-512 instructions to perform INT16 convolutions: vpmaddwd, vpaddd /

New instructions for accelerating Al on Intel® Xeon® Scalable processors using int16 data

] Cascade Lake SP ‘
Y VNNI ™

\ VNNI instruction to accelerate INT16 convolutions: vpdpwssd Y,




4.3.2 Key innovations of the Cascade Lake lines (4)

Speeding up the execution of the INTS8XINT8 + INT32 operation by VNNI [177]

Al/DL Inference Enhancements on INT8 with VNNI

Xeon Scalable
i ] AVX-512

vpmaddubsw

vpmaddwd

\ Current AVX-512 instructions to perform INT8 convolutions: vpmaddubsw, vpmaddwd, vpaddd =/

N

New instructions for accelerating Al on Intel® Xeon® Scalable processors using int8 data

Cascade Lake SP _
& VNNI BN

"\ VNNI instruction to accelerate INT8 convolutions: vpdpbusd




4.3.2 Key innovations of the Cascade Lake lines (5)

Per core throughput per cycle while processing different data types with VNNI [177]

Vector Elements Processed per Cycle on Different Data Types

300
g
g 250
|9
o
200
%
o
s 150
o
£ 100 83.33
=
£
o 50
w
o
FP32 Inti6 FP32 VNNI VNNI
Int16
vimadd231ps vpmadawd, vpaddd vprmaddubsw, vpmadawd, vfmadd231ps vpdpwssd vpdpbusd
vpaadd
Input 32bit / Output 32bit Input 16bit / Output 32bit input 8bit / Output 32bit Input 32bit / Output 32bit Input 16bit / Output 32bit input 8bit / Output 32bit
Intel® Xeon®Scalable Processor FUTURE Intel® Xeon®Scalable Processor
Codenamed Skylaks Codenamed Cascadelake

With speeding up INT8 and INT16 computations by VNNI Intel hopes to supersede low power
GPU accelerators in inference computations [177].



4.3.2 Key innovations of the Cascade Lake lines (6)

b) Intel Optane DC Persistent Memory -1
It is Optane memory mounted onto a DDR4 DIMM with DDR4 compatible contacts, as seen below.
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Figure: Optane DC Persistent Memory [180]



4.3.2 Key innovations of the Cascade Lake lines (7)

b) Intel Optane DC Persistent Memory -2

Optane DC Persistent Memory is directly attached to the memory controller instead of the PCle bus,
as indicated below.

+ DDRA4 electrical and physical R
interface with proprietary protocol
extensions

Intel® Xeon®
Cascade Lake

* Memory channel can be shared
between DDR4 and Intel® Optane™

’———————————-\
.

« Enables systems to support
greater than 3TB of system
memory per CPU socket

* (Cache line size accesses
* l|dle latency close to DDR4 DIMMs

Intel® Optane™ DC Persistent Memory Module

Figure: Connecting Intel’s Optane DC Persistent Memory to a processor [177]]



4.3.2 Key innovations of the Cascade Lake lines (8)

Remarks to the Optane memory

+ Itis based on the 3D XPoint memory technology, announced by Intel and Micron in 2016.
« 3D Xpoint (Cross-Point) memory is a high-density, stackable, bit-level addressable matrix of

non-volatile memory, as indicated below.
» It provides more endurability than SSD devices.
» First devices with Optane memory has been introduced in 1H 2017.

Cross Point Structure | : Stackable
| These thin layers of memory can be

Perpendicular wires connect submicroscopic .
columns. An individual memory cell can be b % stacked to further boost density.
addressed by selecting its top and bottom wire.

Selector

- - Whereas DRAM requires a transistor
Non-Volatile , - at each memory cell—making it big
3D XPoint™ Technology is -4 j = and expensive—the amount of
non-volatile—which means your data i voltage sent to each 3D XPOIr‘!t“‘
doesn't go away when your power goes Technology selector‘enables its
away—making it a great choice for storage. 9 : memory cell to be written to or read

: without requiring a transistor.

High Endurance b N ,
A O ¢ Memory Cell

Unlike other storage memory technologies, 3D XPoint™
Technology is not significantly impacted by the number
of write cycles it can endure, making it more durable.

Each memory cell can store a single
bit of data.

Figure: 3D XPoint memory [225]




4.3.2 Key innovations of the Cascade Lake lines (9)

Optane memory as a new tier in the memory and storage hierarchy [181]

HOT

(inteD) OPTANE DCOY |

PERSISTENT MEMORY :-

(intel) OPTANE DC O  Improving S5O WARM

SOLID STATE DRIVE

intel) 30 NANDSSD &

COLD

HDD/TAPE

181



4.3.2 Key innovations of the Cascade Lake lines (10)

Optane memory - implementation alternatives

Optane memory alternatives

e

Optane Memory cache [179] Optane SSD DC [178] Optane DC [180]
(e.g. 32GB M.2 80MM SSD) (e.g. P4800X Series cache) Persistent Memory

- INTEL® OPTANF

M.2 card PCIe 3.0 x4 NVMe add-in card DDR4 DIMM
16/32 GB 375/750 GB 128/256/512GB
WD cache in DTs or In datacenters as fast storage or In servers as a new
notebooks extended memory tier of memory
Since Kaby Lake H/S Series Since: Cascade Lake-AP

200 Series chipset
Sampled: 05/2018

Available: 4/2017 Available: 3/2017 Broad availability: 2019



4.3.2 Key innovations of the Cascade Lake lines (11)

Remark: The P4800X Optane SSD DX with the cover plate removed [184]




4.3.2 Key innovations of the Cascade Lake lines (12)

Random read throughput and latency (Queue Depth: 1.16, 1-4 threads) [183]

100ms e , T I n
i === |ntel Optane SSD DC P4800X 375GB |}
=== |ntel Optane Memory M.2 32GB
Samsung 960 EVO 250GB NVMe
10ms |- === Crucial MX300 525GB SSD -_
Ims | -
) e 3" i
g 4
100ps | — "
N 2
i B e o e s RO
.................. PP R R
10"5 3 <
~ 99.999th percentile |
- + 99th percentile '
== Median Latency
lps | | | 1
0 500 1000 1500 2000 2500

Throughput (MB/s)



4.3.2 Key innovations of the Cascade Lake lines (13)

Endurance of Optane memory [182]

There are data available about the endurance of the Optane SSD DC P4800X, as follows.

At launch Intel stated a write endurance of 30 Drive Writes Per Day (DWPD) for 3 years.
Later, in 2018, Intel extended their rating for 5 years, based on accumulated reliability data.
According to industry sources, a further extension to 60 DWPD can be expected [182].



4.3.2 Key innovations of the Cascade Lake lines (14)

c) Hardware mitigations against security threats [177]

Cascade Lake implements hardware mitigations against targeted side-channel methods

Side-Channel Method Mitigation on Cascade Lake

Variant 1 Bounds Check Bypass 0S/VMM
Variant 2 Branch Target Injection Hardware + OS/VMM
Variant 3 Rogue Data Cache Load Hardware

Variant 3a  Rogue System Register Read  Firmware
Variant 4 Speculative Store Bypass Firmware + OS/VMM or runtime
L1 Terminal Fault Hardware

Cascade Lake SP expected to provide higher performance over software
mitigations available for existing products

For additional information related to security updates and side channel methods on Intel® products, please visit
https://www.intel. com/content/www/us/en/architecture-and-technology/facts-about-side-channel-analysis-and-intel-products.html




4.3.2 Key innovations of the Cascade Lake lines (15)

Cascade Lake server product lines

Cascade Lake server product lines
I

N

Cascade Lake-SP line Cascade Lake-AP line
Xeon-SP 82/62/52/42/32xx Intel's EX servers
(Platinum/Gold/Silver/Bronze)
Up to 28 cores Up to 56 cores
To be shipped in about 1H/2019 To be shipped in about 1H/2019

Section 4.3.3 Section 4.3.4



4.3.3 The Cascade Lake-SP line



4.3.3 The Cascade Lake-SP line (1)

4.3.3 The Cascade Lake-SP line

Key features of the up to 28-core Cascade Lake-SP processor line [177]

Cascade Lake CPU is designed to be
compatible with first-gen Intel® Xeon®
Scalable platform

Grantley Platform Purley Platform

.{ * Same core count, cache size, and |/O Skylake-
I - Sp
| speeds as first-gen
N o 22nm 14nm 14nm
* Process tuning, frequency push, targeted e i
performance improvements A— architecture
e VL e e e e e e A =~
/® Architectural improvements through \l
| targeted instruction set enhancements 1 |CoresandTiveads | Upto 28 Cores and 56 Threads |
I L ; I Last-level Cache Up to 38.5 MB (non-inclusive)
I - - I ‘ ' 4
| . New._.platformwcap.abllltl‘es with support for | | UPiSpeed (775 T
! Intel® Optane™ DC persistent memory | e Up to 48 tanes with 12
| * Hardware enhancements for protection |} | . h“’"t'l""e” |
v . Upto 6 to 2666
\  against side-channel methods J | Mty Send i
N ’ ’

« Manufactured using the 14++ nm technology.
+ To be launched in H1/2019.

« According to industry sources [185] 39 models will be launched with a wide range of core
counts, clock speeds and TDP values, as shown below.



4.3.3 The Cascade Lake-SP line (2)

Intel Cascade Lake-SP Xeon Platinum Processors [185]

Model Cores Base Clock TDP
Intel Xeon Platinum 8280M 28 2.7 GHz 205W
Intel Xeon Platinum 8280L 28 2.7 GHz 205W
Intel Xeon Platinum 8280 28 2.7 GHz 205W
Intel Xeon Platinum 8276M 28 2.3 GHz 165W
Intel Xeon Platinum 8276L 28 2.3 GHz 165W
Intel Xeon Platinum 8276 o8 2 3 GHz 165W
Intel Xeon Platinum 8270 26 2 6 GHz 205W
Intel Xeon Platinum 8268 24 2.9 GHz 205W
Intel Xeon Platinum 8260M 24 2.4 GHz 165W
Intel Xeon Platinum 8260L 24 2.4 GHz 165W
Intel Xeon Platinum 8260 24 2.4 GHz 165W

Intel Xeon Platinum 8260C 24/20/16 2.4 GHz /2.6 GHz /2.8 GHz 65W



Model

Intel Xeon Gold 6252
Intel Xeon Gold 6238T
Intel Xeon Gold 6248
Intel Xeon Gold 6230
Intel Xeon Gold 6254
Intel Xeon Gold 6240

Intel Xeon Gold 6240C

Intel Xeon Gold 5250
Intel Xeon Gold 6242
Intel Xeon Gold 5218
Intel Xeon Gold 5128T
Intel Xeon Gold 5117
Intel Xeon Gold 5215M
Intel Xeon Gold 5215L
Intel Xeon Gold 5215
Intel Xeon Gold 6244
Intel Xeon Gold 5217M
Intel Xeon Gold 5217L
Intel Xeon Gold 5217

Core

24
22
20
20
18
18

18/141/8

18
16
16
16
14
10
10
10

cO 0O 00 00

Intel Cascade Lake-SP Xeon Gold Processors [185]

Base Clock

2.1 GHz
2.0 GHz
2.6 GHz
2.1 GHz
3.2 GHz
2.6 GHz

2.6 GHz /2.8 GHz /3.1 GHz

2.9 GHz
2.8 GHz
2.3 GHz
2.2 GHz
2.0 GHz
2.6 GHz
2.6 GHz
2.6 GHz
3.7 GHz
3.0 GHz
3.0 GHz
3.0 GHz

4.3.3 The Cascade Lake-SP line (3)

TDP

150W
125W
150W
125W
200W
150W

150W

125W
150W
125W
105W
105W
85W
85W
125W
165W
125W
125W
85W



4.3.3 The Cascade Lake-SP line (4)

Intel Cascade Lake-SP Xeon Silver Processors [185]

Model

Intel Xeon Silver 4216

Intel Xeon Silver 4214

Intel Xeon Silver 4214C

Intel Xeon Silver 4210

Intel Xeon Silver 4215

Intel Xeon Silver 4209T

Cores

16

12

12/10/8

10

Base Clock

2.2 GHz

2.2 GHz

2.1 GHz /2.2 GHz | 2.3GHz

2.2 GHz

2.5 GHz

2.2 GHz

Intel Cascade Lake-SP Xeon Bronze Processors [185]

Model
Intel Xeon Bronze 3204

Cores

Base Clock

1.9 GHz

TDP

100W

85W

105W

85W

85W

70W

TDP
85W



4.3.4 The Cascade Lake-AP line



4.3.4 The Cascade Lake-AP line (1)

4.3.4 The Cascade Lake-AP line

« AP means Advanced Processor.
« The Cascade Lake-AP line has 48 cores and is targeting
« demanding high-performance computing (HPC),
- artificial intelligence (AI/DL) and
« infrastructure-as-a-service (IaaS)
workloads.

« The Cascade Lake-AP is manufactured on 14++ nm technology, and is an MCM design
including two dies, each with 24 cores.

The roadmap shows a shipping date of Q4/2018 but subsequent statements indicate a later
shipping date of H1/20109.

« The 10 nm Ice Lake line is only scheduled for 2020.



4.3.4 The Cascade Lake-AP line (2)

Layout and performance of the 48-core Cascade Lake AP [177]

GASGADE LAKE ADVANGED PERFORMANC

NEW CLASS OF INTEL® XEON® SCALABLE PROCESSORS

ARCHITECTED FOR

DEMANDING HPC, Al
CASCADE LAKE ADVANCED PERFORMANCE PERFURMANCE I'EADERSHI & IAAS WORKLOADS
2-SOCKET SERVER

UNPRECEDENTED MEMORY BANDWIDTH CHANNeLS mrian

ANY OTHER CPU

CASCADE LAKE CASCADE LAKE
MCP MCP

18 cores 15 cones PERFORMANCE OPTIMIZED MULTI CHIP PACKAGE sezeo

INTERCONNECT

PERFORMANCE LEADERSHIP
12 channels {12 channels

LINPACK STREAM TRIAD DL INFERENCE
World's Fastest CPU: When it launches, we expect Cascade Lake Advariced Performance to be the World's Fastest CPU, based I M A G E s
on our current understanding of the Linpack performance of general purp@se processors commercially available in 2019, up
Unprecedented Memory Bandwidth: Native DDR memory bandwidth. Performance tests, such as SYSmark and MobileMark, are P E R
measured using specific computer systems, components, software, @gerations and functions. Any change to any of those TO To [

factors may cause the results to vary, You should consult other information and‘performance tests to assist you in fully S E C O N D |
evaluating your contemplated purchases, includingdhe performance of that product when combined with other products, For . - -

more complete information visit www.intel.com/benchma jults haVie.been estimated or simulated using internal Intel vs AMD EPYC 7601 vs Intel® Xeon® Platinum
analysis or architecture simulation or modeling, and pro it for informational purpeses. Any differences ingyour

Processor at launch
m hardware, software or configuration may affect yoUFSEISIperformance

Perfermance results are based on testing or projections as of 6/?017 10-10/3/2018 (Stream Triad), 7/31/2018 to 10/3/2018 (LINPACK) and 7/11/2017 to 10/7/2018 (DL Inference) and may not reflect all publicly available security updates. See
configuration disclosure in backup for details. No product can be absolugelysecure. Intel's compilers may or may not optimize to the same degree for non-Intel microproc: rs for optimizations that are not unique to Intel microprocessors. These - >
e SSE2, SSE3; and SSSE3 instruction sets and other optimizations. Infel does not guarantee the availability, functionality, or effectiveness of any optimization on microprocessors not manufactured by Intel. Microprocessor- ‘ IntE'
ndent optimizations in this product are intended for use with Intel microproc@ssors. Certain gptimizations not specific to Intel microarchitecture are reserved for intel microprocessors. Please refer to the applicable product User and Reference

s for more.information regarding the specific instruction sets covered by this notice (Notice'Revision #20110804). Other names and brands may be claimed a > property of others.
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Example block diagram of an early Intel Pentium 4 based DP server platform []

Willamette with SMP support
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The first PC motherboards with support for RDRAM debuted in 1999. They supported PC-800
RDRAM, which operated at 400 MHz and delivered 1600 MB/s of bandwidth over a 16-bit bus
using a 184-pin RIMM form factor. Data is transferred on both the rising and falling edges of the
clock signal, a technique known as double data rate. For marketing reasons the physical clock
rate was multiplied by two (because of the DDR operation), therefore, the 400MHz Rambus
standard was named PC800. This was significantly faster than the previous standard, PC-133
SDRAM, which operated at 133 MHz and delivered 1066 MB/s of bandwidth over a 64-bit bus
using a 168-pin DIMM form factor. Moreover, if a mainboard has a dual or quad-channel memory
subsystem, all of the memory channels must be upgraded simultaneously. Sixteen-bit modules
provide one channel of memory, while 32-bit modules provide two channels. Therefore, a dual
channel mainboard accepting 16-bit modules must have RIMMs added or removed in pairs. A
dual channel mainboard accepting 32-bit modules can have single RIMMs added or removed as

well.

400 MHz DDR 2-Byte resulting in 1600 MB/s 184 pins
PC133 SDRAM 133 MHz 8-Byte resulting in 1066 MB/s 168 pins

http://www.memoryx.com/rdram.html
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