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Course description: 

Goal: to provide a deeper understanding of the Riemann-Hilbert problems for orthogonal 

polynomials and applications in random matrix theory. 

Course description: This course gives a basic introduction into the basics of the Riemann-

Hilbert problems for classical orthogonal polynomials as well as for orthogonal polynomials 

with respect to modified/generalized Jacobi weight. During the course it will be presented the 

nonlinear steepest descent method of Deift and Zhou. Moreover, it is our aim to show some 

applications of the Riemann-Hilbert problems in the theory of random matrices.  

 

Lecture schedule 

Education week Topic 

1. Introduction to orthogonal polynomials 

2. Classical orthogonal polynomials: Hermite, Laguerre, Jacobi 

3. Riemann-Hilbert problems for orthogonal polynomials 

4. The approach of Fokas, Its and Kitaev  

5. 
Riemann-Hilbert problems for orthogonal polynomials with respect to 

modified Jacobi weight 

6. 
Riemann-Hilbert problems for orthogonal polynomials with respect to 

generalized Jacobi weight 

7. The nonlinear steepest descent method of Deift and Zhou 

8. 
Asymptotics of orthogonal polynomials with respect to modified Jacobi 

weight 

9. 
Asymptotics of orthogonal polynomials with respect to generalized Jacobi 

weight 

10. Asymptotics of orthogonal polynomials for a weight with a jump 

11. Distribution of eigenvalues of random matrices 

12. Universality theorems for modified Jacobi unitary ensembles 

13. 
Increasing subsequences of permutations and the Tracy-Widom 

distribution 

14. Painleve equations, nonlinear Painleve special functions 

Midterm requirements 

Education week Topic 
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Finalgrade calculation methods 

 

Achieved result Grade 

89%-100% excellent (5) 

76%-88<% good (4) 

63%-75<% average (3) 

51%-62<% satisfactory (2) 

0%-50<% failed (1) 
 

 

Type of exam 

Project presentation & Written exam 

Type of replacement 

Project presentation 
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