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A tananyag

Oktatasi cél:

A tantargy célja, hogy a hallgatok megismerjék a generativ mesterséges
intelligencia alapjait, modszereit és leginkabb kurrens alkalmazasi teriileteit. Az
ipari/iizleti folyamatok és a kutatasok aktualis alakulasanak megfelel6 trendek
bemutatasa és elsajatitasa a cél. Az eldaddsokon bemutatott modszerek elméleti
megkdzelitése utan a gyakorlatokon a hallgatok gyakorlati problémak python

crer

megszerzésének feltételei:

Tematika: A targy tematikéja foként a generativ MI teriileteit érinti, ahol a transzformer
technologian alapulé NLP és NLU megoldasokat ismerik meg a hallgatok. A GPT
megoldason alapulo technologiak alapos ismeretén tul bemutatasra keriilnek azok a
lkeretrendszerek (pl. Langchain, Semantic Kernel), amelyek segitségével a
nyelvmodellek és képességeik integralhatoak meglévo rendszerekhez. A hallgatok
megismerik a fine-tuning, a retrieval augmented generation és prompt engineering
technologiakat.
Féléves iitemezés
Oktatasi hét . .
(konzultécio) Témakor
1. Generativ mesterséges intelligencia -altalanos bevezetés
2. Generativ mesterséges intelligencia modellek alkalmazasa (GPT csalad).
3. Fine-tuning megoldasok
4, Beagyazott vektor adatbazisok és tulajdonsagaik
5. RAG - retrieval augmented generation és hasznalata beagyazott vektor
adatbazisokkal
6. Keretrendszerek nyelvmodellekhez openai modul, illetve LangChain keretrendszer
7. Promptok | — 4ltalanos bevezetd
8. Promptok Il — promptok agensekhez és komplex feladatokhoz
9. Prompt tipusok: CoT,ReAct, ToT, camel, mrkl hasznalata langchain keretredszerben
10. LLM alapu agensek kiegészitd eszkozei (bash shell, python interpreter, werb search)
és felhasznalasa |
11. LLM alapu agensek kiegészit6 eszkdzei (bash shell, python interpreter, werb search)
€s felhasznalasa 11
12. Komplex feladatok gyakorlati megoldasai multiagens rendszerekben
13. El6adas ZH, labor ZH irasa
14. P6t ZH irdsa
Félévkozi kovetelmények
Evkozi jegy / alairas El6adas ZH és labor ZH legalabb 51%-os teljesitése




Zarthelyi dolgozatok

Oktatasi hét Témakor
13 Elméleti ZH és labor ZH.
14 Elméleti ZH és labor ZH potlasa

Az évkozi jegy kialakitasanak médszere (csak évkozi jegyes targyak esetében toltendo ki)

Az évkozi jegyet az el6adds ZH-n és a labor ZH-n szerzett pontok 6sszege hatdrozza meg.

Potlas modja

A ZH / évkozi jegy / alairas|14. héten az 6sszes ZH potolhatd. Mindegyik ZH-n legalabb 51%-ot kell
potlasanak madja: elérni a sikeres teljesitéshez.

Vizsga mddja (csak vizsgas tantargy esetében toltendo ki)

Vizsgajegy kialakitdsa (csak vizsgas tantargy esetében toltendo ki)

Az egyes érdemjegyek ponthatarai:

0% - 51%: elégtelen (1)
52% - 65%: elégséges (2)
66% - 75%: kozepes (3)
76% - 87%: j6 (4)

88% - 100%: jeles (5)

Irodalom

Kotelezo: e Jake VanderPlas: Python Data Science Handbook O'Reilly Media
2022, ISBN: 1098121228

e Dipanjan Sarkar: Text Analytics with Python, Apress, 2019, ISBN:
1484243536

e David Foster, Generative Deep Learning, 2nd Edition Released
May 2023, Publisher(s): O'Reilly Media, Inc.ISBN:
9781098134181

Ajanlott: e LangChain Blog

Egycb segédletek: e LangChain (github.com) openai/openai-python: The official
Python library for the OpenAl API (github.com)



https://www.libristo.hu/hu/kiado/O%27Reilly%20Media
https://blog.langchain.dev/
https://github.com/langchain-ai
https://github.com/openai/openai-python
https://github.com/openai/openai-python

