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Oktatasi cél:

A targy célja az adattudomany alapfogalmainak és folyamatainak gyakorlati
megkozelitésii megismertetése. A hallgatok a gyakorlati életbél vett valos
alkalmazasi példakon keresztiil az ismereteket megtapasztalva, egyre mélyebbre
haladva preciz elméleti és egyuttal praktikus gyakorlati ismeretekhez jutnak. Az
elméleti ismeretek gerincét a gépi tanuld algoritmusok adjak, a gyakorlati feladatok
pedig az elmélet gyakorlati megjelenitését szolgaljak Python nyelv hasznalatan|
lkeresztiil.

Tematika:

Eloadas: Torténet, példak, esettanulmanyok, az adattudomanyba sorolhat6 tertiletek.
CRISP DM és a 6 fazisa. Adattisztitas. Feliigyelt, feliigyelet nélkiili és megerdsitett
tanulas. Tultanulas, alultanulas. Modellek validalasa, tanulasi/validacios/tesztelési
halmaz, cross-validici6, Bias-Variance, ROC gorbe. Legkisebb négyzetek
modszere. Linearis Regresszio. Gradiens modszer, maximum-likelihood becslés.
Logisztikus regresszid, Tanulasi/validacios/tesztelési halmaz, cross-validacio, Bias-
Variance tradeoff, Precision-Recall, F1-score, ROC gorbe. Neuralis halok. Dontési
fak. Véletlen erdok. Boosting. Nem Ellenorzott tanulas. Klaszterezés. K-means
Flaszterezés. Nagyobb esettanulmanyok, kitekintés. Gyakorlat: Az adatmanipulalas,

rediktiv analizis, megjelenités [épései valodi adatokkal elsésorban Python-
csomagok (pandas, scikit-learn, matplotlib, ggplot) hasznalataval.

Féléves iitemezeés

Oktatasi hét
(konzultacid)

Témakor

Bevezetés, az adatok jelentésége, az adattudomany gyakorlati alkalmazasai,
Gyakorlat: Az adatok szerepének bemutatdsa a modern vildgban, az adattudomany|
alkalmazasi teriileteinek attekintése, valamint az alapvetd programozasi ¢€s
adatelemzési eszk6zok megismerése.

A CRISP-DM moddszertan, a kiilonb6z6 adattipusok tulajdonsagai, azok gyakorlati
szerepe (numerikus, szoveges, képi és hangadatok, videok), Gyakorlat: Relacios|
adatbazisok kezelése és alapvet6 adatkisérletek.

A digitalis adatgyjtésrol, azok gyakorlati nehézségeir6l, adatelokészités ,,garbage in,
garbage out (GIGO)”, Gyakorlat: Adatgyijtés problémai: hianyzo adatok,
duplikdtumok, hibas formatumok.

Leiro statisztikai modszerek, a megfeleld adatbazis kivalasztdsanak szempontjai, a
gépi tanulds alapjai (feliigyelt, nem feliigyelt és megerdsitd), gyakorlati példak,
Gyakorlat: Statisztikai mutatok szamitasa és a kiilonb6z6 ML-tipusok illeszkedésénekl
vizsgalata példafeladatokon.

Adatelemzési modellek kivalasztasanak szempontjai, leggyakoribb algoritmusok
rovid jellemzése ,,No free lunch”, Gyakorlat: Egyszeri adatelemzési modellek (pl.

linedris regresszid, dontési fak, k-means) megvalositasa és eredményeik értelmezése.




IA természetes €s a mesterséges neuralis halok jellemzoi, gyakorlati alkalmazasanak
elonyei ¢€s hatranyai, Gyakorlat: Egyszerti neurdlis halé implementéacidja ¢és
[kiertékelése képfeldolgozasi példan (pl. MNIST)

IAsszociacios adatbanyaszat
Gyakorlat:gyakori elemkombinaciok (,,itemsetek™) és ezek kozotti asszociacios
szabalyok szdrmaztatasa tranzakcios adatokban (pl. piackosar-elemzés)

INem feliigyelt gépi tanulas I: K-means és K-medoids algoritmus, tavolsagmértékek]
[klaszterszam kivalasztas, hierarchikus klaszterezés, linkage-tipusok, dendrogram,
spektralis klaszterezés, graf-Laplacian, sajatérték-alapti beagyazas, Silhouette-index,
Davies—Bouldin-index. Gyakorlat: valtozatos adatkészleteken (Iris, Mall customers)
K-means, hierarchikus ¢és spektralis klaszterezés alkalmazasa, klasztermindség
¢rtékelése Silhouette- és DB-indexszel, dendrogram ¢&s spektralis beagyazas
vizualizacioja

INem feliigyelt gépi tanulas II:

Gauss-keverék modellek (GMM), klaszterek elmosodasa, valoszintiségi klasztertagsag
modellezése és vizualizalasa, modellellendrzés informacidelméleti kritériumokkal
(BIC, AIC)

Gyakorlat: GMM illesztése €s klaszter-valdszinliségek kiértékelése

10.

SZUNET

11.

Modellértekelési szempontok feliigyelt tanulasban, teljesitményméré metrikak
(accuracy, precision, recall, Fl-score, ROC AUC), tulillesztés ¢és alultanulas
felismerése, cross-validacio szerepe, tanulasi gorbék elemzése, torzitas-variancia
dilemma értelmezése

Gyakorlat: kiilonbozo osztalyozo és regresszios prediktiv modellek teljesitményének
kiértékelése valos adatkészleteken, modellek altalanosito képességének vizsgalata

12.

Dontési fak miikodési elve, informacionyereség €s Gini-index alapt osztas, tulillesztés
lkezelése (metszés), valamint az egyes dontési struktirak interpretalhatosdga. Az
ensemble (egylittes) modszerek elméleti hattere, kiilonds tekintettel a bagging (pl.
Random Forest) és boosting algoritmusokra; a modellek stabilitasa, torzitds—variancia
csokkentésének mechanizmusai

Gyakorlat: dontési fa, RF és boosting tipusti ensemble modellek alkalmazasa valos
adatokon, teljesitményiik Osszehasonlitasa kiilonbozo értékeld metrikdk mentén; a
modellek viselkedésének vizsgalata tanulasi gorbéken keresztiil, valamint a predikciok
¢rtelmezhetdségének bemutatasa valtozok fontossdga ¢€s dontési utvonalak
segitségével.

13.

ZH (labor és elmélet)

14.

Pot ZH (labor és eldadas)

Félévkozi kovetelmények

Evkozi jegy / alairas
megszerzésének feltételei:

evkozi jegy

Zarthelyi dolgozatok

Oktatasi hét

Témakor

13.

elméleti zarthelyi dolgozat (az eléadas idejében), labor projektfeladat benytjtasa

14.

potlo elméleti zarthelyi dolgozat és labor projekt-feladat potleadasa

Az évkozi jegy Kialakitisanak médszere (csak évkozi jegyes targyak esetében toltendd ki)

A félévzaro érdemjegy a zérthelyi dolgozatok (50) és a projektfeladat (50) pontszamai alapjan keriil

megallapitdsra. A maximalisan elérhetd pontszam egyiittesen 100 pont.

Potlas médja




A ZH / évkozi jegy / alairas

potlasanak modja:

Pot zarthelyi irhat6 az elmélet és a gyakorlat anyagabol, minimum 50%-t6l
Ervényes.

Vizsga médja (csak vizsgas tantargy esetében toltendo ki)

Vizsgajegy kialakitasa (csak vizsgés tantargy esetében toltendo ki)

Az egyes érdemjegyek ponthatarai:

A félévzard érdemjegy a zarthelyi dolgozatok (50) és a projektfeladat (50) pontszamai alapjan kertil
megallapitasra. A maximalisan elérhetd pontszam egyiittesen 100 pont. Az érdemjegyek also
onthatarai a kovetkezok: elégséges — 51 pont, kdzepes — 63 pont, j0 — 74 pont, jeles — 85 pont.
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