. s . Mintatanterv szerinti 3. félév
Kiberfizikai Rendszerek Intézet 2025-26-1
O’ 7
Tantérgy neve: Kodja: Kredit: raszam
ea | tgy | lab
Mély gépi tanulis NSXMGIHMLF 5 levelezds 51 5 | 10
féléves
Targyfelel6s: Dr. habil. Dineva Adrienn Beosztas: egyetemi docens

Oktato(k): Dr. habil. Dineva Adrienn

Elotanulmanyi feltételek: NSXGTIHMLF  |Gépi tanulas alapjai

Szamonkérés modja: vizsga

A tananyag

Oktatasi cél:

A tantargy célja, hogy a hallgatok szisztematikus attekintést kapjanak a mély tanul6d
modellek elméleti alapjairdl, tanulasi mechanizmusair6l és korszer(i technikairol. A
kurzus kiemelt hangsulyt fektet a modellek reprezentacidos képességeinek
megértésére, az optimalizacidos modszerek elmélyitésére, valamint azokra az
architekturakra, amelyek a modern mesterséges intelligencia rendszerek alapjat
képezik. A tantargy célja, hogy a hallgatok onalléan is képesek legyenek komplex
adathalmazokon deep learning modellek implementalasara és kritikus értékelésére.

A targy attekintést nyujt a mélytanulas alapveté modelljeir6l és tanulasi
mechanizmusairdl. A kurzus lefedi tobbek kozott a korszerii konvolucios
architekturakat, a transzfer tanulds és reprezentacidtanulas elméletét, a latens térbeli
modellezés eszkozeit. Targyalja a generativ modellek mitkodését, a szekvencialis
feldolgozasra alkalmas RNN, LSTM és GRU halézatokat, valamint a graf neuralis

Tematika: ; i ) ¢
halokat és a figyelemmechanizmuson alapuld modelleket. Az elméleti tananyag
atadasa utan a gyakorlatok és laboratoriumi foglalkozasok soran a hallgatok
kiilonb6z6 Deep Learning modelleket vizsgalnak és hasonlitanak 6ssze valtozatos
adatkészleteken, egyéni orai és csoportos projektfeladat keretében.
Féléves iitemezés
(konzultacid)
1. Me¢ély gépi tanulas alapfogalmai, tobbrétegti halok, univerzalis approximacio
) Hibavisszaterjesztés és tanulési elvek, veszteségfiiggvények; sztochasztikus
’ gradiens modszer, konvergencia
3. Regularizécio és generalizacio
4 Konvolucioés neuralis halok, alapelvek és képfeldolgozasi alkalmazasok, fejlett
' architekttrak
5. Reprezentaciotanulds és transzfer tanulas elméleti alapjai és gyakorlati példai
6. Dimenziocsokkentés, PCA, rekonstrukcios hiba, latens térbeli reprezentaciok
7. Autoencoder architekturak és generativ képességeik
8. Generativ modellek, GAN-ok miikddési elve és alkalmazasi lehet6ségei
9 Idosorok és szekvencialis modellek; alap RNN architektara; hibavisszaterjesztés

1id6ben




0. Kapuzott architekttrak (LSTM, GRU); hosszu tava fliggdségek kezelése;
alkalmazasok NLP-ben és iddsorelemzésben

11. Graf neuralis halok

12. Transformer modellek, alkalmazéasok nyelvi és multimodalis feladatokban

13. Csoportos projektmunka benyujtasa és bemutatasa

14. Csoportos projektmunka benyujtasa és bemutatasa (pot leadas)

Félévkozi kovetelmények

Alairds megszerzésének  |\cgoportos feladat benyujtasa és bemutatasa legalabb 50% elért

feltételei: eredménnyel. 66%-t6] megajanlott jegy szerezhetd.
Zarthelyi dolgozatok
Oktatasi hét Témakor

Az évkozi jegy Kkialakitasanak médszere (csak évkozi jegyes targyak esetében toltendo ki)

Potlas modja

A ZH / évkozi jegy / alairas|Az alairds potlasara a vizsgaid6szak els6 hetében van lehetdség az évkozi
potlasanak modja: csoportos feladat potlolagos benyujtasaval és bemutatasaval.

Vizsga médja (csak vizsgés tantargy esetében toltendo ki)

A vizsgaid6szakban teljesitett irasbeli vizsgan elért pontszam alapjan keriil megallapitasra az
érdemjegy.

Vizsgajegy kialakitasa (csak vizsgas tantargy esetében toltendo ki)

irasbeli vizsga

Az egyes érdemjegyek ponthatarai:

0% - 50%: elégtelen (1)
51% - 65%: elégséges (2)
66% - 75%: kozepes (3)
76% - 87%: j6 (4)
88% - 100%: jeles (5)
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