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A tananyag 

Oktatási cél: 

A tantárgy célja, hogy a hallgatók megismerjék a generatív mesterséges 

intelligencia alapjait, módszereit és leginkább kurrens alkalmazási területeit. Az 

ipari/üzleti folyamatok és a kutatások aktuális alakulásának megfelelő trendek 

bemutatása és elsajátítása a cél. Az előadásokon bemutatott módszerek elméleti 

megközelítése után a gyakorlatokon a hallgatók gyakorlati problémák Python 

programozási nyelven történő implementációját sajátíthatják el projektmunka 

keretében. 

Tematika: 
A tárgy tematikája főként a generatív MI területeit érinti, ahol a transzformer 

technológián alapuló nyelvi és képalkotó megoldásokat ismerik meg a hallgatók.  
 

Féléves ütemezés 

Tanórák Témakör 

1. Generatív mesterséges intelligencia általános bevezetés  

2. Generatív mesterséges intelligencia modellek alkalmazása  

3. Beágyazott vektor adatbázisok és tulajdonságaik  

4. RAG - Retrieval Augmented Generation 

5. Keretrendszerek nyelvmodellekhez openai, ollama 

6. Promptok 

7. LLM alapú ágensek kiegészítő eszközei és felhasználása 

8. GAN – Generational Adverserial Networks 

9. Diffúziós hálózatok 

10. Keretrendszerek képalkotó modellekhez 

11. Mesterséges intelligenciás alkalmazások tervezése 

12. Generatív mesterséges intelligencia társadalmi hatásai, jogi problémái 

13. Projektfeladat bemutatása 

14. Projektfeladat pótbemutatása 

Félévközi követelmények 

Évközi jegy / aláírás 

megszerzésének feltételei: 
Projektmunkában történő részvétel és eredményeinek prezentálása. 

Zárthelyi dolgozatok 

Oktatási hét Témakör 

  



Az évközi jegy kialakításának módszere (csak évközi jegyes tárgyak esetében töltendő ki) 

A projektfeladat során a csapat kap egy összpontszámot, amelyet egymás között oszthatnak el 

megegyezésük szerint. (Maximum pont: {csapattagok száma} * 100) 

Pótlás módja 

A ZH / évközi jegy / aláírás 

pótlásának módja: 

Egy későbbi, előre egyeztetett időpontban a szorgalmi időszakban 

bemutathatják a projektfeladatot. 

Vizsga módja (csak vizsgás tantárgy esetében töltendő ki) 

- 

Vizsgajegy kialakítása (csak vizsgás tantárgy esetében töltendő ki) 

- 

Az egyes érdemjegyek ponthatárai: 

0 - 49: elégtelen (1) 

50 - 59: elégséges (2) 

60 - 69: közepes (3) 

70 - 84: jó (4) 

85 - 100: jeles (5) 
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