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A tananyag

Oktatasi cél:

A tantargy célja, hogy a hallgatok képessé valjanak szakteriilet-specifikus gyakorlati
problémakat gépi tanulasi feladatokka alakitani, kritikusan megérteni a kiilonb6z6
gépi tanuld algoritmusok tulajdonsagait, és képesek legyenek kivalasztani,
alkalmazni a megfelel6 modszereket egy adott tanulasi célhoz. Emellett, a hallgatok
felkésziilnek a gépi tanuldé modszerek értékelésére az alkalmazhatosaguk
szempontjabol.

Gépi tanulas alapelvei. Nem feliigyelt tanulas: klaszterez6 eljarasok. Feliigyelt
tanuldas nominalis osztalycimkék predikciojara: osztalyozas. Feliigyelt tanulés
folytonos kimeneti valtozok predikciojara: regresszio. Modellvalasztas.
Jellemzokivalasztas. Alapvetd technikak (1R, Naive Bayes, Covering algortmusok),
Bayes halok, k-NN, induktiv tanulas és dontési fak, szupport vektor gépek, Random
Forests, egyiittes tanuld6 modellek. Megerdsitéses tanulas. Modellek

Tematika: teljesitményének értékelése. Mindsités ¢és hibamértékek, keresztkiértékelés.
Torzitds-variancia dilemma. AutoML. Az elméleti tananyag 4tadasa utdn a
gyakorlatok és laboratoriumi foglalkozasok soran a hallgatok kiillonb6zo gépi tanuld
algoritmusokat vizsgalnak és hasonlitanak 6ssze valtozatos adatkészleteken, egyéni
orai és csoportos projektfeladat keretében, elsésorban Python-csomagok
alkalmazasaval.

Féléves iitemezés
Oktatasi hét Témaksr
(konzultacio)
1. Bevezetés: Gépi tanulas alapelvei.
2. (Nem feliigyelt tanulas: klaszterezo eljarasok
3. Feliigyelt tanulas nominalis osztalycimkeék predikciojara: osztalyozas.
4. Feliigyelt tanulas folytonos kimeneti valtozok predikcidjara: regresszio
5. Alapvetd technikék (1R, Naive Bayes, Covering algortmusok)
6. Alapveto technikak: Bayes-halok, k-NN
7. Alapveto technikak: Induktiv tanulas és dontési fak
Feliigyelt tanulas - modern osztalyozé médszerek. Attekintés: Korszerii osztalyozasi
8. problémak és kihivasok. Gépi tanulas alapu osztalyozas: Support Vector Machines

(SVM), Random Forests.




Feliigyelt tanulas - modern regresszids modszerek: Modern regresszios modellek:
9. XGBoost, LightGBM. Gépi tanulas alkalmazasa regressziora: Gradient Boosting €s
Ensemble modellek.

Modellek finomhangolasa és jellemzok kivalasztasa (Grid Search, Random Search:

0 Hiperparaméter optimalizacio részleteiben, Feature Importance, Wrapper Methods).

Modellek teljesitményének értékelése. (Konfuzios matrix, ROC-AUC analizis,
11. mindsités és hibamértékek, keresztkiértékelés, 0sszetett értékelési metrikak, stb.)
Torzitas-variancia dilemma.

12. AutoML bevezetése: Az automata gépi tanuld eszk6zok hasznélata.
13. Meger0sitéses tanulas.
14. Csoportos feladatok benyujtasa és bemutatésa.

Félévkozi kovetelmények

Csoportos feladat benyujtasa és bemutatasa legalabb 51% elért

Alairas megszerzésének z
eredménnyel.

feltételei: E-learning gyakorlat teljesitése legalabb 51% elért eredménnyel.
Zarthelyi dolgozatok
Oktatasi hét Témakor

Az évkozi jegy kialakitasanak médszere (csak évkozi jegyes targyak esetében toltendo ki)

Pétlas modja

Az alairas potlasanak Az alairas potlasara a szorgalmi iddszak els6 hetében van lehetdség az
modja: csoportos projektfeladat potlolagos benytjtasaval és bemutatasaval.

Vizsga modja (csak vizsgas tantargy esetében toltendo ki)

A vizsgaiddszakban teljesitett irasbeli vizsgan elért pontszam alapjan keriil megallapitasra az
érdemjegy.

Vizsgajegy kialakitasa (csak vizsgas tantargy esetében toltendo ki)

Az egyes érdemjegyek ponthatarai:

0% - 50%: elégtelen (1)
51% - 65%: elégséges (2)
66% - 75%: kozepes (3)
76% - 87%: jo (4)

88% - 100%: jeles (5)
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